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Abstract: This article delves into the diverse and complex nature of conceptualising misinformation 
as an object of research, highlighting the interdisciplinary scholarship in this field that results in 
varied and sometimes conflicting definitions. While a singular theory of misinformation is neither 
feasible nor desirable, the article argues for the importance of greater conceptual 
comprehensiveness in empirical research. Without a comprehensive and comparable definition of 
misinformation, accurately measuring the problem's scale becomes challenging, potentially leading 
to underestimation or overhyping of its impact and misguided interventions. Furthermore, 
addressing the growing demand for countering misinformation in public and policy-making 
domains necessitates a nuanced understanding of its roots in cultural, sociopolitical, and 
technological systems. Existing academic discussions on remedies often adopt a Western-centric 
perspective, overlooking unique power dynamics in non-democratic and non-Western contexts. 
Therefore, future discussions on countermeasures should prioritise the Global South and other 
understudied contexts, avoiding one-size-fits-all solutions. 
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This article belongs to Concepts of the digital society, a special section of Internet Policy 
Review guest-edited by Christian Katzenbach and Thomas Christian Bächle. 

Introduction 

In academic communities, there is growing interest in and concern over the prolif-
eration of misinformation. In certain cases, misinformation may be no more than a 
harmless parody or a light-hearted joke. However, as documented in recent re-
search on misinformation during political events and public health crises, fabricat-
ed and inaccurate information can have severe detrimental impacts. On the indi-
vidual level, misinformation can influence attitudes and decision-making (Lee & 
Jones-Jang, 2022; Loomba et al., 2021); on a societal level, it can undermine poli-
cy-making and compromise social well-being and democracy (Benkler, 2019; Karpf, 
2019; Thorson et al., 2018). Given its relevance and potential impact, misinforma-
tion as a phenomenon has attracted meaningful debate in academia, public and po-
litical discussions alike. One consequence of the hype surrounding misinformation 
across different social sectors is the inconsistencies and contradictions in defining 
misinformation as a concept. 

One factor contributing to this issue is the presence of numerous related concep-
tual 'cousins', or ‘conceptual predecessors’ (Anderson, 2021; Mahl et al., 2022). 
Some of these related terms are more established (e.g. propaganda, rumour, con-
spiracy theories) than others (e.g. 'fake news'). Scholarly efforts have been taken to 
delineate conceptual borders between these terms, such as through analysing 
their context of emergence, content and function (DiFonzo & Bordia, 2007; Guess & 
Lyons, 2020; Zeng, 2021). For instance, rumour commonly refers to unverified in-
formation that emerges when trustworthy or official information is scarce (Allport 
& Postman, 1947; DiFonzo & Bordia, 2007); Conspiracy theories, on the other 
hand, are explanations of events or phenomenon with reference to the machina-
tion of powerful groups or secret societies (Keeley, 1999; Douglas et al., 2019). 
Propaganda can be understood as the propagation of information, which is often 
biased or misleading in nature, with the purpose to manipulate or mobilise a tar-
geted population (Benkler et al., 2018; Born & Edgington, 2017). It is beyond the 
scope of this article to provide an 'authoritative' framework to differentiate these 
terms. Instead, this work acknowledges the interconnection between scholarship 
around these concepts, and therefore considers not only the specific conceptual 
development of 'misinformation', but also theoretical work from a broad range of 
literature that scrutinises varied manifestations of the misinformation phenome-
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non. 

As Anderson (2021) cautions, the current scholarship on misinformation should 
strive to better engage with its conceptual predecessors (e.g. propaganda or con-
spiracy theories) in order to enhance the articulation of its theoretical and real-
world relevance. To synthesise and engage with related literature, this concept pa-
per adopts a comprehensive approach to the concept of 'misinformation', using it 
as an overarching framework that encompasses various manifestations of misinfor-
mation phenomena. It is important to note that, as will be discussed in the follow-
ing sections, to understand misinformation as an umbrella term for potentially 
false information is subject to contestation. Rather than asserting its conceptual 
superiority, the current paper’s inclusive understanding of misinformation is prag-
matically employed, as it allows for the incorporation of a wider range of scholar-
ship related to misinformation. 

Focusing on the key contentious areas, this article will first provide an overview of 
how the term 'misinformation' has been defined in the literature. In the subse-
quent section, the focus will be shifted from defining the concept to the problems 
associated with misinformation. The conclusion section includes a brief discussion 
for future misinformation research. 

Defining misinformation 

The concept of misinformation has deep historical roots. Throughout various 
epochs, from ancient civilizations to the modern digital age, misinformation has 
consistently influenced human communication. This includes the distortion of 
facts in pre-print societies' oral storytelling (Burkhardt, 2017) through to contem-
porary digital information warfare conducted between states (Karpf, 2019). In aca-
demic research, the two World Wars played a pivotal role in shaping early scholar-
ship around the topic. Following World War I, academic research in propaganda 
studies analysed the techniques employed during the war and their societal im-
pact (Bernays, 1928; Lasswell, 1927). The post-Second World War era witnessed an 
increased focus on academic research regarding rumours, acknowledging their sig-
nificant impact on shaping public perceptions and attitudes towards the war effort. 
This phenomenon garnered particular attention within the field of social psycholo-
gy, as researchers sought to gain a deeper understanding of the psychological 
processes involved in the propagation of rumours (Allport & Postman, 1947). Since 
the late 20th century, the advent of information and communication technologies 
has greatly propelled contemporary research on misinformation. Within this bur-
geoning field, scholars have dedicated significant efforts to investigate the intri-
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cate role of digital communication technologies in shaping the multifaceted land-
scape of misinformation (e.g. Marres, 2018; Napoli, 2019; Tufekci, 2018). 

Despite the enduring history and the rapidly expanding body of literature around 
misinformation, what misinformation is remains a subject of ongoing scholarly de-
bate. Here, we present examples of how prior literature has conceptualised and 
described misinformation. 

• Misinformation is a "claim that contradicts or distorts common 
understandings of verifiable facts" (Guess & Lyons, 2020, p. 10). 

• Misinformation is "unintentionally promulgated, inaccurate information" 
(Born & Edgington, 2017, p. 4) 

• "Misinformation—false information—is not a kind of information but rather 
pseudo-information" (Floridi, 2011, p. 104) 

• "Informing does not require truth, and information need not be true; but 
misinforming requires falsehood, and misinformation must be false" (Fox, 
1983, p. 193) 

• Misinformation is "information whose inaccuracy is unintentional" (Jack, 
2017, p. 2) 

• Misinformation includes "claims that do not enjoy universal or near-
universal consensus as being true at a particular moment in time on the 
basis of evidence" (Southwell et al. 2017, p. 369). 

As these examples illustrate, the most important defining characteristic of misin-
formation is its falsehood and inaccuracy. At the same time, disagreement emerges 
around questions concerning whether misinformation qualifies as information or if 
misinformation has to be unintentional. This section provides an overview of schol-
arly discussion of these conceptual elements, drawing on literature from informa-
tion science, philosophy, sociology, and communication science. 

Informativeness 

To understand what 'misinformation' should be, it is important to analyse it in rela-
tion to 'information'. In the literature of information theory and information philos-
ophy, the relationship between falsity and informativeness and the dichotomy be-
tween information and misinformation remain contentious topics. Related ques-
tions include whether misinformation is informative, and whether it should be 
classified as information at all. With cybernetics and mathematical theory of infor-
mation, the informativeness of a message is measured by entropy, or its ability to 
reduce uncertainty (Shannon, 1948). Within this context, misinformation is regard-
ed as noise or an error that occurs during transmission, and as such, it lacks infor-
mative value. In the realm of philosophy, misinformation is also often disregarded 
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as a valid form of information. For instance, in The Philosophy of Information, Floridi 
(2013) reasons that information is meaningful, truthful and provides value in mak-
ing decisions, in which case, misinformation does not qualify as information at all. 
This view echoes philosophers Dretske's (1983) and Grice's (1989) theories of infor-
mation, both of which also propose that information needs to encapsulate truth-
fulness and informativeness, and that therefore misinformation cannot be consid-
ered as a form of information. 

Others have proposed a more inclusive conceptualisation that perceives informa-
tion as alethic neutral, meaning that the definition of information is independent of 
its truth value. For example, according to Fox (1983), "information does not require 
truth, and information need not be true. But misinformation requires falsehood 
and misinformation must be false" (p.193). In accordance with such a perspective, 
information is not necessarily truthful and false or inaccurate information can be 
informative (Karlova & Fisher, 2013). Scott Lash inverts this, arguing less that false 
information can be informative, and more than even factual information can be ir-
rational, as the contemporary experience of information is one of “out-of-control 
bytes of information” that accompany “information overloads, misinformation, dis-
information and out-of-control information” (2002, p. 2). 

Recognition of the informativeness of misinformation has significant implications 
for empirical research. This perspective encourages a shift from scientific realism 
to a more human and culture centric approach to studying (mis)information 
(Janich, 2006/2018). Rather than considering informativeness as a quality existing 
out there and waiting to be measured, it is crucial to understand that meaning and 
informativeness are intricately woven into the cultural fabric of human communi-
cation. As Thorson and colleagues (2019) state, “misinformation arises as a func-
tion of systems structure, human fallibility and human information needs” (p. 292). 
Information without truth value can have significant social functions, such as help-
ing individuals cope in uncertain times and crises (DiFonzo & Bordia, 2007; Dou-
glas et al., 2019). Acknowledging the informativeness of misinformation guides 
our attention to the "informational-agentic" aspect of misinformation (Anderson, 
2021, p. 5). Or in other words, rather than reducing misinformation to meritless 
falsehoods, researchers can scrutinise rationales and impacts behind misinforma-
tion transmission. This perspective has become increasingly important for media 
and communication research. As Giglietto et al. (2019) point out, "focusing on the 
'informativeness' of false information allows us to employ journalism studies and 
literature on information sharing within digital environments to also discuss how 
the multiple actors of the hybrid media system make judgements and take deci-
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sions when exposed to false information" (p. 632). 

Intentionality 

Another contentious aspect when defining misinformation is intentionality. In re-
cent scholarship, the concept of 'misinformation' has been commonly paired with 
'disinformation'. The relationship between these two concepts centres on the in-
tention to deceive. According to the widely accepted definitions (Jack, 2017; South-
well et al., 2019), disinformation refers to information that is intended to deceive. 
However, with regard to the relationship between disinformation and misinforma-
tion, two propositions exist. One camp considers misinformation and disinforma-
tion to be mutually exclusive and parallel concepts (Karlova & Fisher, 2013; Her-
non, 1995; Hameleers et al., 2020). Accordingly, misinformation is understood as 
unintentional, or an 'honest mistake' (Chadwick et al., 2018; Hernon, 1995; 
Hameleers et al., 2020; Fallis, 2009). The other camp proposes an intentionality-
neutral definition: misinformation can be, but is not necessarily, unintended. In line 
with this perspective, disinformation is a subset of misinformation (e.g. Guess & 
Lyons, 2020; Floridi, 2011; Dan et al., 2021; Paquin et al., 2022). 

Conceptually, whether intentionality should be part of the definition of misinfor-
mation remains a debatable question. Pragmatically, however, most empirical re-
search of misinformation can benefit from an intentionality-neutral definition (i.e. 
misinformation does not have to be unintentional). Adhering to a narrow definition 
of misinformation as solely unintended may inadvertently exclude intriguing cas-
es, as establishing the intentionality of actors in the dissemination of misinforma-
tion can be challenging. There are few instances in which researchers can (rela-
tively confidently) claim the source's intentionality to falsify information. Examples 
include satirical news websites and propaganda campaigns (see the more detailed 
discussion below). 

Falsity 

Despite the disagreements around the definition of misinformation discussed 
above, one conceptual element of misinformation that has been widely agreed up-
on is its falsity. Different fields work with different theoretical frameworks of 
'falsehood' and 'inaccuracy' in information. For instance, in classical mathematical 
information theory, inaccuracy is related to the noise ratio during signal transmis-
sion (Shannon, 1948). In other social science and humanities fields, falsehood and 
inaccuracy are mostly discussed on the semantic level. Semantic falsity is related 
to truth claims, but whether and how truth can be established has long been a dis-
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puted topic across disciplines. Focusing on misinformation literature, two ap-
proaches to falsity can be identified, here we describe them as falsity-as-property, 
and falsity-as-process. 

The first approach highlights the material aspect of falsity and operationalises it 
as a property of (mis)information that can be detected and measured. Important 
frameworks have also been proposed to identify and categorise falsehood (Bren-
nen et al., 2020; Cook et al., 2018; Wardle, 2017). Worth noting, however, is that 
such operationalisation of falsehood requires employing a certain kind of 'ground 
truth' as a reference point, which is often established in research through identify-
ing the best available evidence and expert consensus (Nyhan & Reifler, 2010; Vraga 
& Bode, 2020; Tan, Lee, & Chae, 2015). The feasibility of identifying the best avail-
able evidence and expert views varies from topic to topic. For instance, claims un-
der scrutiny in present-day political discussions are seldom beyond challenge. As 
stated by Kuklinski and colleagues (1998, p.145), factual assertions regarding pub-
lic policy come into being during the political process, rather than exist prior to it. 
For this reason, contemporary practices of arbitrating the truth of political claims 
have been criticised for encouraging an oversimplified understanding of complex 
issues (Uscinski & Butler, 2013). However, it is important to note that this under-
standing of political facts should not be misinterpreted as truth relativism or epis-
temological scepticism. Instead, it serves as a reminder to exercise caution when 
examining political claims in situations where facts are not so black and white. 
Scientific truth claims can also be difficult to define. As shown in the COVID-19 
pandemic, during fast-developing events scientific evidence can be scarce and ex-
pert consensus evolves. Due to the fluidity of evidence in science (Krause et al., 
2022), the assessment of its truth value needs to be situated at a particular mo-
ment in time (Southwell et al., 2022; Tan et al., 2015). 

Alongside the falsity-as-property perspective, another prominent approach focuses 
on the process by which misinformation comes into being or how truth claims are 
defined. Such a perspective is particularly promoted by the postmodern critique of 
truth and knowledge. To this, Foucault's truth and power diagram is a case in 
point. Foucault's (1980) theorisation of Regime of Truth illuminates the importance 
of discourse and power contestation in shaping how and why certain information 
is legitimised as 'truth' while others are sanctioned as 'falsehood'. On the one 
hand, we acknowledge that the postmodernist impossibility of truth, or a complete 
rejection of objective truth, has limited merit for many research agendas in con-
temporary misinformation studies. For example, research efforts to develop de-
bunking strategies, misinformation detection, and understanding its impacts, ne-
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cessitate a dedication to evaluation and evidence-based analysis for the purpose 
of distinguishing between accurate information and falsehoods. On the other hand, 
we echo Marres’ (2018) cautionary note regarding the risks associated with norma-
tive demarcation around misinformation and argue that a theoretical lens empha-
sising the contentious aspects of the falsity/truth dichotomy can be productive. It 
encourages a non-normative perspective and directs greater attention to the tech-
nological and societal contexts in which problematic information emerges. In to-
day's online space, as we will discuss further in the following sections, truth vali-
dation and selection are influenced by competing interests between knowledge 
communities online, as well as by contradicting subjectivities of human and non-
human actors (Marres, 2018). Recent years have seen a growing trend of instru-
mentalising misinformation-related terms as a rhetorical weapon (Egelhofer & 
Lecheler, 2019). In authoritarian countries where both journalistic and scientific 
expertise serve as political apparatus and where 'misinformation' is used to prose-
cute dissidents (Rahimi, 2011; Yadav et al., 2021; Zeng et al., 2017). To problema-
tise misinformation in these aforementioned contexts requires our attention to be 
shifted from the face value of 'falsehood' to revealing the power dynamics that 
permeate false arbitration and truth claims. 

Defining the problems of misinformation 

Above we discussed how scholars have defined misinformation; here we consider 
how scholars have defined the problems of misinformation. Synthesising a sizable 
body of literature, we examine some of the ways that scholars have singled out 
the predominant issue of concern regarding misinformation. By problem of misin-
formation, we do not necessarily mean the origins or root causes of misinforma-
tion, but rather the dominant factor in what makes misinformation a public prob-
lem. For clarity, we group these into three categories: problems of audiences; prob-
lems of intermediaries; and problems of producers of misinformation. These three 
dimensions broadly represent the three key moments in the lifecycle of a piece of 
misinformation: aligning with the longstanding categories of production, transmis-
sion, and reception. These three also represent Chadwick and Stanyer’s (2022) first 
three variables of their 10-variable typology for studying deception: attributes and 
actions of deceptive entities, media-technological design factors and their affor-
dances for attitude formation and action, and attributes and actions of the de-
ceived. Yet, arguably, each of the remaining seven variables can be tied back to 
one of these three or the interaction between them: for example “undermining the 
social interests of the deceived” is a dimension of audiences while “credibility of 
source and message” lies in the interaction between all three. 
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While a certain study may focus more on a particular framing of misinformation, 
there is no reason to think any of these are mutually exclusive. We broadly follow 
Philips & Milner (2021) calling for a more ecological understanding that recognis-
es the diversity of forces shaping the problems of misinformation. However, cate-
gorising some of the key root causes can help us better identify and direct poten-
tial interventions. 

Audiences 

For many, the problems of misinformation are framed as deficiencies or practices 
of audiences. We recognise at least four different ways that scholars have located 
the root causes of misinformation in the audience. 

Inattention: Recent experimental and observational studies have found that in 
many instances, people share and potentially believe falsehoods largely due to 
inattention or carelessness (see e.g. Pennycook & Rand, 2021). We all encounter 
and ingest a huge amount of content each day, much of which we do not examine 
critically. Instead, we often rely on simple heuristics to assess it. In a sense, this 
approach echoes frequent invocations of the 'attention economy' (see e.g. Simon, 
1971), an idea that has found much purchase in describing how social media plat-
forms work to monopolise and monetise our attention (Tufekci, 2013). The central-
ity of inattention in the problem of misinformation suggests a set of solutions 
geared toward increasing the attention of users onto the facticity of content. For 
example, many have been considering the potential of 'nudges', simple messages 
that remind audiences to read or consider the content before they share it, or 
broad exhortations about the importance of truth (Pennycook et al., 2020). Others 
have suggested adding friction to social media, to slow down one's ability to share 
content (Agapie et al., 2013; Caraban et al., 2019). These 'content-neutral' inter-
ventions have been bolstered by the hope that they will be seen as 'non-partisan', 
and if codified into law, would not run into serious First Amendment challenges in 
the US (Social Media NUDGE Act, 2022). 

Psychological issues: Beyond inattention, scholars have looked to other psycholog-
ical issues to explain why people believe and/or share misinformation. Most im-
portantly, we have noted that people tend to share or believe content that aligns 
with or confirms existing opinions or beliefs, especially when that is politically 
balanced content (Flynn, Nyhan, & Neifler, 2017; Osmundsen et al., 2021). Similar-
ly, some have found that content that evokes strong emotions or feelings is more 
likely to be shared (Valenzuela et al., 2017). Examining belief in conspiracy theo-
ries specifically, some have found indication that belief in conspiracy theories is 
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correlated with feelings of existential or social powerlessness (Douglas et al., 
2019; Uscinski & Parent, 2014), need for positive self-image (Cichocka, March-
lewsk, & Golec de Zavala, 2016), or need to "preserve beliefs in the face of uncer-
tainty and contradiction" (Douglas et al., 2019, p. 7). That is, for some, conspiracy 
theories elide the chaos of the world; there is a comfort in believing there is order 
to things—even if it is maleficent. But perhaps one of the strongest predictors of 
belief in one conspiracy theory is belief in other conspiracy theories. This has led 
some to postulate that there is a predisposition to believing conspiracy theories, or 
a 'conspiracy mindset' (Sutton & Douglas, 2020). Indeed, decades ago, Richard Hof-
stadter (1962/2012) famously recognised the 'Paranoid Style' of American politics, 
a framework people have used to make sense of a range of phenomena from Wa-
tergate and McCarthyism, to the rise of Trump (Hart, 2020). 

Epistemology: Beyond psychological dynamics, some have identified epistemologi-
cal deficiencies as a root cause for misinformation: issues with how users find and 
assess information especially online. Some have focused on online search or 're-
search' (Tripodi, 2018), behaviours, or looked more broadly at verification strate-
gies (Schwarzenegger, 2019; Flintham et al., 2018). Expanding this focus on epis-
temology to the social level, others have ascribed the problems of misinformation 
to a broad national shift in the treatment of evidence and facts. Much of this work 
has drawn implicitly or explicitly on Foucauldian 'regimes of truth' (1980) or 
Jasanoff's 'civic epistemologies' (2004). The implication is that in recent years, the 
US has seen a broad shift both in the discourse around and mechanisms of how 
truth/falsehood is established in society. At the same time, this aligns with the 
long-recognised tactic by authoritarians to undermine the public's ability to sort 
truth from falsehoods (Arendt, 1951). Relatedly, many have ascribed the spread of 
misinformation, at least in part, to a broad reduction in trust in institutions. Public 
opinion surveys have tracked such a decline in trust across institutions for decades, 
and now, truth in most institutions is at historic lows (Pew, 2022). This work recog-
nises that trust plays an essential role in public knowledge production: whether 
that is trusting the government to provide accurate information, trusting scientists 
to accurately describe their unique access to and understanding of the natural 
world, or trusting media to accurately and objectively describe the world. 

Partisanship and identity: As noted above, many have observed that audiences are 
more likely to accept, believe, or share content when it aligns with their political 
beliefs, even if it is false. Ideological asymmetry—where those on the right pro-
duce and consume more false content—has been one of the most consistent find-
ings in disinformation studies (Freelon et al., 2020). While some have described 
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this more as individuals being 'duped' by political actors, others see this more as a 
function of partisan identity. Increasingly, scholarship acknowledges that identity is 
at the heart of how audiences engage with misinformation. For example, Osmund-
sen, Petersen, and Bor note that "sharing of false news has less to do with igno-
rance than with partisan political affiliation and the news available to partisans for 
use in denigrating their opponents" (2021, n.p.). Audiences embrace falsehoods 
when they are meaningful. Hochschild's (2016) concept of 'deep stories', which 
Philips and Milner (2021) adapt as 'deep memetic frames', both describe the per-
sistent underlying narrative infrastructures of how we understand the world. As 
Philips and Milner (2021) put, these infrastructures "shape our realities, and by ex-
tension our actions, so thoroughly and so seamlessly that the people peering out 
from behind them likely have no idea the frames can even exist. This is just how 
the world is; the epistemological equivalent of breathing" (p. 19, emphasis in origi-
nal). For many, truth or falsity is less important than the way that content ties in or 
resonates with their infrastructures of meaning. To understand how misinforma-
tion interplay with such narrative infrastructures, we must look beyond its facticity, 
its strict truth or falseness, and rather consider how it can be made useful or 
meaningful. 

Misinformation as a problem of intermediaries 

Rather than framing misinformation in terms of audiences, many scholars focus on 
how it is transmitted, mediated, and/or amplified. 

Social media: Acknowledging that misinformation has always existed, many note 
that the problems we face now are directly facilitated by and tied to online plat-
forms (Benkler et al., 2018; Howard, 2020; Zeng & Schäfer, 2021). Researchers 
have identified a handful of design features of platforms that are particularly cul-
pable in facilitating misinformation. (1) First, the incentive structure of social me-
dia can be related to the spread of false and extreme content (Vaidhyanathan, 
2018). Platforms' like and share features, for instance, ultimately reward emotional 
or sensational content by reliably attracting engagement, regardless of its accura-
cy. Zuckerberg himself acknowledged (2018) that more extreme content usually 
had more reach and engagement—that as content got closer to violating commu-
nity standards, it reliably had more engagement, (2) Second, varied monetisation 
opportunities afforded by online platforms allow content creators to leverage their 
influence into financial opportunities. This incentivises profit-driven content cre-
ators to build large audiences; some do so by sharing problematic content (Center 
for Countering Digital Hate, 2021; Mahl et al., 2023). (3) There is also concern that 
the problem of misinformation online can be further exacerbated by digital plat-
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forms' algorithmic recommendation, which can promote false or problematic con-
tent to drive more engagement and keep users on the platforms (Napoli, 2019; 
Tufekci, 2018). YouTube's recommendation algorithm is a case in point. Despite the 
platform's attempts to moderate videos spreading misinformation, recent research 
shows that its recommendation system continues amplifying conspiratorial and 
pseudoscientific videos (Papadamou et al., 2022; Tang et al., 2021). Social media's 
algorithmic manipulation of misinformation is evident in their practice of micro-
targeting, which involves tailoring advertisements to individuals through harness-
ing personal demographic and behavioural data. For example, previous studies 
have also raised concerns about the integration of micro-targeting in political mis-
information campaigns (Dobber et al., 2019; Ribeiro et al., 2019). 

News: Others have pointed to the role that news media has played in allowing or 
facilitating the spread of false content. Broadly speaking, scholars focusing on 
journalism in the West have drawn at least three distinct connections between 
news media and the rise of misinformation. (1) The circulation and advertising rev-
enue of print journalism have declined since at least the 1950s (Nielsen & Fletch-
er, 2020), and this decline has been further exacerbated by the rise of digital me-
dia. In response, many newsrooms have recently seen dramatic reductions in rev-
enues, responding with layoffs, closures, and sales (Nielsen, 2016). To cut costs, 
many digital outlets have limited reporting, asking journalists to spend more time 
rewriting content from press releases or other outlets, rather than complete their 
own reporting (Brennen, 2020). Together, these changes mean that we have less 
independent, high-quality news being produced; misinformation often fills in the 
information or news vacuum (Brennen et al., 2020). (2) Drawing a slightly different 
connection between the structure of news and misinformation, Benkler and col-
leagues (2018) demonstrate how news content and framing now regularly flow 
from small fringe digital outlets to major right-wing news outlets. This has the ef-
fect of amplifying or promoting extreme or problematic content, including misin-
formation. (3) Relatedly, others have considered the way reporting practises them-
selves have encouraged or facilitated misinformation. For example, some have 
noted that journalists' continued commitment to a form of 'objectivity' grounded in 
simply presenting 'both sides' of a disagreement means journalists continue to 
promote problematic and/or unsupported claims, such as in global warming re-
ports (Boykoff & Boykoff, 2004). Similarly, Berry and Sobieraj (2012) detail the rise 
of outrage as a style in news, largely as a result of regulatory change, media con-
solidation, and the rise of talk radio and cable news. Outrage, aimed at generating 
an emotional response in the audience, often lends itself to falsehoods. 
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Misinformation as a problem of producers 

Finally, for some misinformation is best described or framed as a problem of mali-
cious actors intentionally creating false content to gain or consolidate power or 
money. 

Foreign influence campaigns: A great deal of scholarship has tracked how foreign 
governments often spread misinformation through savvy influence operations 
around the world (Bradshaw, Bailey, & Howard, 2020). Most famously, the Russian 
government, largely through the Internet Research Agency (IRA), spread false and 
extreme content before and during the 2016 US Presidential election (Jamieson, 
2018). However, other governments, including China and Iran have also spread 
false content to interfere with internal politics (Bradshaw, Bailey, & Howard, 2020). 
While many of these operations are intended to influence elections, there is indi-
cation that they are also intended to undermine democratic norms and trust in de-
mocratic institutions. For example, in the 2016 election, while the IRA broadly ap-
pears to have supported Trump's election, they also worked to amplify and exacer-
bate existing political, social, or racial divisions (Howard et al., 2019) 

Political power: While foreign influence operations have received a great deal of 
attention, scholars are increasingly considering how domestic actors spread false-
hoods in pursuit of political or social power. While this most notably includes do-
mestic politicians spreading lies to gain political power, it also can involve influ-
encers working to build large audiences. Also, often these domestic disinformation 
producers "strategically target and exploit identity-based differences in accord 
with pre-existing power structures to maintain hegemonic social orders" (Reddi et 
al., 2021, p. 1) 

Financial benefits: Finally, some analyses have focused on the financial benefits of 
spreading misinformation. These benefits can be either more immediate or more 
long-term. For example, for decades, a well-organised network of climate deniers, 
funded by those with ties to the oil and gas industry, have produced and circulated 
lies to forestall climate regulation (Oreskes & Conway, 2010). Others spread false-
hoods in pursuit of more immediate financial gain. Famously, a group of Macedon-
ian teenagers in the 2016 election, created and spread misinformation to make 
money through monetisation on social media and ad sales (Subramanian, 2017). 
But anti-vax, alt-medicine, and lifestyle-based misinformation have become big 
business: producers can sell products, seminars, memberships, books, etc (Center 
for Countering Digital Hate, 2021; Mahl et al., 2023) 
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Conclusion 

This article has illustrated the diversity and complexity by which 'misinformation' 
can be conceptualised as a research subject. Given the interdisciplinary nature of 
the scholarship, the diverse, and even conflictual, conceptualisations of misinfor-
mation are hardly surprising. For instance, as previously discussed, some only con-
sider unintentional false claims as misinformation, but others take an intentionali-
ty-neutral definition. Furthermore, how falsity, the most central defining element 
of misinformation, can be operationalised in empirical research remains disputed 
in academic work. Such inconsistency makes transparency particularly important 
in misinformation research. For instance, researchers need to be open and clear 
about the criteria used to label misinformation, as well as assumptions made 
about the state of expert consensus and evidence on the topic under study (Vraga 
& Bode, 2020). 

Furthermore, although a unitary theorisation of misinformation is neither feasible 
nor desirable, empirical research of misinformation can benefit from more concep-
tual precision and comprehensiveness. As pointed out by numerous scholars, mis-
information and its related terms are often used interchangeably or vaguely (Cac-
ciatore, 2021; DiFonzo & Bordia, 2007; Mahl et al., 2021). The quick expansion in 
scholarship and public interests in the topic requires more efforts to develop a co-
hesive conceptualisation. Without a comprehensive and comparable definition of 
misinformation as the foundation, it is challenging to accumulate and reconcile 
evidence from research to measure the scale of problems related to misinforma-
tion we are facing today. The consequence would be either underestimating or 
overhyping the impacts of the misinformation in public discourse, which in turn 
misguides interventions. 

In both the public and policy-making domains, there is a growing demand for 
countering misinformation. However, as our above discussion suggests, misinfor-
mation as a social phenomenon and problem has its roots in broad cultural, so-
ciopolitical and technological systems. For this reason, countermeasures should be 
based on a nuanced and contextualised understanding of why misinformation aris-
es. Existing academic discussion of remedies to misinformation, to a large extent, 
takes a Euro-American stance. Non-democratic and non-Western contexts often 
present unique power dynamics between journalism, politics and science. Against 
such a background, falsehood cannot always be identified or refuted by approach-
es discussed in Euro-American countries, such as fact-checking. As mentioned ear-
lier, 'misinformation' or 'fact-checking' themselves can be utilised as discursive 
tactics to silence dissident voices. In future discussions of countermeasures for 
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misinformation, more importance needs to be attached to the Global South and 
understudied peripheral contexts. Any attempts to propose one-size-fits-all solu-
tions should be avoided. 
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