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Abstract: Understanding Members of the European Parliament’s (MEPs) attitudes and perceptions 
towards AI is crucial for aligning technological development with European values. This research 
paper focuses on the attitudes and perspectives of MEPs within the Special Committee on Artificial 
Intelligence in a Digital Age (AIDA) towards bias and discrimination in AI, as well as their views on 
regulatory measures. By conducting a critical discourse analysis of AIDA hearing transcripts, this 
study uncovers how MEPs perceive and comprehend bias and discrimination in AI and their stance 
on regulatory measures. The research argues that MEPs need to expand their understanding of AI 
due to their current limited comprehension. Findings reveal that MEPs view AI as both a risk and a 
source of innovation, with a prevailing sense of distrust. Some MEPs consider AI sentient and self-
regulating, yet they all acknowledge the consequences of AI, including inherent biases and 
discriminatory practices – leading them to advocate for regulatory intervention. The insights 
gained from this study contribute to a deeper comprehension of the relationship between 
policymakers and emerging technologies, paving the way for informed decision-making and policy 
development within the European Union and beyond. 
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Introduction 

The integration of artificial intelligence (AI) in European society has sparked delib-
eration in the EU Parliament. AI's rapid advancement holds transformative poten-
tial across various domains, including healthcare, transportation, education and 
law. Policymakers face intricate ethical, social and legal challenges to ensure fair, 
transparent and beneficial AI usage. While AI offers improved efficiency, accuracy 
and decision-making, it also harbours inherent biases originating from design, op-
eration and training data (Lum & Isaac, 2016, p.19), with potential for self-gener-
ated biases (O’Neil, 2016). Consequently, it is vital for Members of the European 
Parliament (MEPs) – indeed policymakers from all countries – to possess a com-
prehensive understanding of AI's profound societal and economic impacts. This un-
derstanding will empower MEPs to make informed decisions on policies, regula-
tions and funding, shaping the development and deployment of AI. By establishing 
a regulatory framework that fosters innovation, safeguards individual rights and 
maximises AI's benefits for European citizens and businesses, MEPs can navigate 
the path ahead. 

The EU is grappling with a broad spectrum of legal concerns related to AI, span-
ning data privacy protection, potential biases and discrimination in AI outcomes, li-
ability and accountability challenges for AI errors, transparency and explainability 
in AI decision-making processes, consumer protection issues tied to AI-powered 
products and services and the lack of clear, standardised AI-specific regulations. 
The EU has made efforts to address these challenges through existing legal frame-
works such as the General Data Protection Regulation (GDPR), the Product Liability 
Directive and the Charter of Fundamental Rights. However, these frameworks have 
limitations, primarily due to their lack of AI-specific regulations, complexity, en-
forcement challenges and inadequate terminology. This recognition of the limita-
tions of existing EU frameworks has led to the creation of the AI Act. 

The EU AI Act, first proposed in April 2021 and subsequently updated in June 2023, 
represents a significant legislative effort to regulate AI within the EU. The core ob-
jective of this proposed legislation is to strengthen Europe's position as a global 
leader in AI innovation while ensuring that AI technologies adhere to European 
values and regulations (European Commission, 2021). Addressing legal and social 
concerns is pivotal to ensuring AI technologies align with legal standards, foster-
ing innovation and safeguarding individuals and society from potential harm. The 
introduction of the Act seeks to provide a dedicated legal framework to navigate 
these intricate issues, guiding the ethical and responsible development and inte-
gration of AI technologies, thereby bridging existing legal gaps while addressing 
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emerging challenges (European Parliament, 2023). 

Understanding MEPs' perspectives and attitudes toward AI is essential to grasp the 
depth and significance of the legislative framework behind the AI Act. Throughout 
the legislative process, MEPs played a pivotal role in shaping the final draft of the 
Act, representing a diverse range of interests and concerns from their constituents 
and stakeholders. These discussions span a spectrum of viewpoints, from those ad-
vocating robust AI regulations to protect fundamental rights and safety, to those 
emphasising the importance of balanced rules that promote innovation and com-
petitiveness. In the context of this research, the examination of specific AIDA hear-
ings, namely "AI and Bias" and "AI and the Data Strategy," meticulously chosen for 
this study, provides a nuanced glimpse into the diverse perspectives held by MEPs 
regarding the intricacies and potential biases inherent in AI technologies. These 
hearings serve as pivotal focal points for unravelling the evolving understanding 
of MEPs concerning AI's multifaceted challenges, underscoring the imperative for 
comprehensive regulations in the AI domain. The AI Act ultimately represents a 
compromise forged through these deliberations and negotiations, aiming to strike 
a balance between fostering AI innovation and ensuring alignment with European 
values and regulations. As such, understanding MEPs' deliberations and viewpoints 
is integral to comprehending the legislation's underlying principles and goals. This 
research provides valuable insights into how MEPs engaged in debates surround-
ing AI, enriching the EU's AI development and utilisation by addressing ethical, so-
cial and legal challenges and aligning AI deployment with the values and goals of 
European citizens. 

Throughout this article, I argue for the need for MEPs to enhance their under-
standing of AI and its associated risks, biases and negative impacts through further 
research and call for the development of a stringent regulatory framework that 
promotes ethical and responsible AI development. Insights from MEPs' conceptual-
isations and understandings of AI, revealed during the hearings, highlight their 
recognition of potential biases and discrimination in its creation and operation. To 
regulate AI effectively, I support an approach that considers the experiences of 
marginalised communities and actively tackles various forms of discrimination in 
AI system design and deployment. Policymakers must strike a balance between 
leveraging private sector innovation and expertise, while ensuring public service 

accountability and prioritising the public interest1. Integrating private sector tech-

1. The term "European public interest" lacks a universally accepted definition (Hossfeld, Muller-La-
garde, Zevounou, 2020, p. 7). Its interpretation can vary and has evolved over time, encompassing 
economic, political and, more recently, sustainable development aspects (Hossfeld, Muller-Lagarde, 
Zevounou, 2020, p. 4). The flexibility in its interpretation reflects the dynamic nature of the concept 
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nologies into the public sector requires careful navigation to maximise benefits 
while maintaining transparency, fairness and outcomes aligned with the common 
good. 

This research adopts a Critical Race Theory (CRT) and Social Construction of Tech-
nology (SCOT) meta-methodology to examine the implications of bias and the con-
text of AI technologies used in the public sector. With AI's increasing presence in 
law enforcement, public services and the judiciary, it is vital to prevent the perpet-
uation of inequalities and injustices within marginalised communities. Racial bias 
is a significant focus, as AI often reinforces discrimination against racialised indi-
viduals. Employing the SCOT principles, this research highlights the sociotechnical 
aspects of AI development and the influence of policymakers. Interpretations of 
technological artefacts, including AI, are culturally constructed and shaped by per-
suasive discourse propagated by the technology industry and public/private actors 
(Yousefikhah, 2017, p. 36). Policymakers' understandings and perceptions of au-
thority, legitimacy and accuracy regarding AI are crucial, as they influence the po-
litical context and discourse surrounding the technology (Brey, 2005, p. 68). This 
understanding is essential to critically assess the deployment and societal impact 
of AI, while advocating for equitable and accountable technological practices. 

The article is organised as follows: Firstly, a comprehensive overview of the Spe-
cial Committee on Artificial Intelligence in a Digital Age (AIDA) is outlined, includ-
ing their mandate and role in the broader landscape of policymaking concerning 
AI. Next, a review of existing AI literature is presented, highlighting the challenges 
identified by scholars. Subsequently, the methodology employed to investigate AI-
DA hearings is described, followed by a discussion of my research findings. 
Through this study, I argue that MEPs must deepen their understanding of AI and 
its associated pitfalls, as their current comprehension is limited. The analysis re-
veals that MEPs perceive AI both as a potential risk and a source of innovation. 
Furthermore, the findings demonstrate MEPs' scepticism towards AI, however some 
perceive it as possessing sentient and self-regulating capabilities. MEPs also ex-
hibit an awareness of AI's adverse effects, including inherent biases and discrimi-
natory practices, which underscores the need for regulatory intervention. The arti-
cle concludes by examining the implications of these findings for the effective reg-
ulation of AI and offering policy recommendations. 

and its adaptability to changing political objectives and priorities within the EU. In this paper, the 
term "public interest" will be employed with the intent of emphasising the common good. 
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Section 1: AIDA background 

The European Parliament established the AIDA on June 18th, 2020, with the intent 
to develop a long-term EU road-map on AI – analysing the impact and challenges 
of AI deployment, identifying common EU-wide objectives and proposing recom-
mendations. Their task included producing a draft report in November 2021 and a 
final report in March 2022 on AI in the EU (European Parliament, n.d.). The AIDA 
was made up of 34 full members (see Figure 1 for full list of MEPs) and was 
chaired by Dragoş Tudorache (Renew Europe, Romania). With a mandate extended 
from 12 to 18 months, the committee conducted 30 hearings, eight coordinators' 
meetings and ten workshops from September 2020 to March 2022. These sessions 
covered a wide range of topics related to AI, including skills, employment, educa-
tion, health, transport, environment, industry, e-government and third-country ap-
proaches. The hearings served as the primary source for gathering oral evidence 
from experts, policymakers and the business community. Sixteen expert witnesses 
were carefully selected based on their qualifications, expertise and diverse back-
grounds, representing academia, industry, non-governmental organisations and re-
search institutions. Their expertise enabled in-depth analysis of complex issues – 
such as data privacy and security, the ethical implications of AI algorithms and the 
regulation of AI in the public sector, where intricate challenges, including balanc-
ing innovation with citizen well-being, required in-depth analysis and discussion – 
ultimately leading to evidence-based recommendations and solutions. The pres-
ence of these witnesses was vital in shaping the debates, offering MEPs a broader 
perspective and deeper understanding of the topics at hand. MEPs engaged in in-
teractive discussions with witnesses, fostering comprehensive debates. MEPs 
showed interest in harnessing AI's transformative potential while prioritising risk 
mitigation. The sessions aimed to strike a balance, exploring ways to achieve re-
sponsible AI that maximises its benefits while minimising harm, addressing con-
cerns such as bias, discrimination and ethical implications (European Parliament, 
2020). The objective was to achieve an equitable and EU-wide standard for AI reg-
ulation while finding the right balance between ethics, innovation and safeguard-
ing rights (European Parliament, 2020). 

Section 2: Literature review 

This literature review delves into scholars' viewpoints on AI, highlighting the pre-
vailing consensus on the existence of bias, lack of transparent decision-making 
and the need for regulation, while also recognising contrasting perspectives that 
emphasise the positive impact and transformative economic potential of AI in soci-
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ety. The term "artificial intelligence" was coined by Professor John McCarthy in 
1955, defining it as "the science and engineering of making intelligent machines" 
(Manning, 2020, p. 1). AI systems consist of algorithms (Babuta, Oswald & Rinik, 
2018, p. 2) and serve as sets of instructions used in various industries and by the 
government, enabling specific outcomes such as depositing funds or granting ac-
cess through swipe cards. 

The role of AI systems 

AI systems are pivotal in monitoring and predicting human behaviour through au-
tomated decision-making, using vast amounts of data to discern patterns and pre-
dict individual preferences, habits and future actions (Zuiderveen Borgesius, 2018, 
p. 13). Data drives algorithms and AI (Haggart and Tusikov, 2023, p. 6), facilitating 
their development, training and application in machine learning models. Industry 
representatives often portray algorithms as authoritative and influential, endorsing 
the concept of algorithmic neutrality (Haggart and Tusikov, 2023, p. 143). This fos-
ters the belief that data, regarded as objective and unbiased, shapes human be-
haviour, leading to the perception that technology's utilisation of data is neutral 
(Beer, 2016, p. 7). 

Challenges to algorithmic neutrality 

The perception of algorithms as inherently neutral – thus endowed with consider-
able legitimacy and influence – is somewhat overstated, given that they are hu-
man-created rules and are susceptible to human biases (Haggart and Tusikov, 
2023, p. 111). Scholars challenge the prevailing assumption of objectivity and neu-
trality in AI data, emphasising the growing recognition that complete objectivity in 
data-driven AI is unattainable (Leavy et al., 2020, p. 1). AI developers' limited un-
derstanding of AI systems' internal mechanisms complicates issues of accountabili-
ty and comprehension (Siapka, 2018). Machine learning algorithms analyse vast 
datasets, detecting patterns and extrapolating beyond training set examples (Car-
ney, 2020, p. 5). Advanced automated decision-making algorithms, including those 
for government service eligibility and recidivism risk evaluations, may oversimplify 
contextual complexities (Leavy et al., 2020, p. 3), with profound implications such 
as access limitations to essential services and unfavourable outcomes like benefit 
denials, increased scrutiny or incarceration (Haggart & Tusikov, 2023, p. 124). 

AI and bias 

AI systems, despite promises of higher intelligence and knowledge (Hwang, 2020), 
often exhibit inaccuracies and biases. AI models can perpetuate and amplify hu-
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man prejudice and bias, leading to discriminatory outcomes (Leavy et al., 2020; 
O'Neil, 2016; Siapka, 2018). Bias in AI technology remains hidden but impactful, as 
software designers unintentionally embed bias into the design and operation of 
the systems (Haggart and Tusikov, 2023; O'Neil, 2016). Moreover, biased training 
data, such as racially biased police datasets, can result in the reproduction and 
amplification of those biases in predictive AI models (Lum & Isaac, 2016; 
Satzewich & Shaffir, 2009), perpetuating a cycle of discrimination that dispropor-
tionately affects marginalised groups (Leavy et al., 2020; Siapka, 2018; Zuiderveen 
Borgesius, 2018). Governments and companies employ ‘neutral’ datasets and algo-
rithms that ultimately discriminate against specific groups, particularly women and 
racialised individuals (Eubanks, 2018; Zuiderveen Borgesius, 2018). The negative 
impact of AI systems extends beyond marginalised groups and affects society as a 
whole. For instance, technologies like automated resume readers and hiring sur-
veys create barriers for applicants from racialised backgrounds or with mental 
health challenges, making it harder for them to secure job interviews (O’Neil, 2016, 
p. 101). 

AI in decision-making 

Pedro Domingos (2015) notes the increasing role of computers in decision-making 
processes across various domains, including credit, hiring, insurance rates, policing 
and arrests (p. 274). O'Neil (2016) highlights that while high-end decision-making 
involves human input, the majority of decisions in the public sector and lower sec-
tions of the economy are automated (p. 126). The crucial distinction lies in the fact 
that human decision-making can evolve with society, whereas AI systems remain 
stagnant, perpetuating past biases unless deliberately modified by engineers 
(O'Neil, 2016, p. 168). Furthermore, AI systems project historical patterns into the 
future, leading to harmful outcomes such as perpetuating poverty, increased incar-
ceration rates, discriminatory practices in recidivism sentencing and predatory loan 
algorithms (Leavy et al., 2020; O'Neil, 2016; Siapka, 2018). These disparities creat-
ed by public sector AI systems infringe upon individuals' human rights and affect 
the daily lives of the majority of the population, emphasising the need for concern 
and scrutiny regarding eligibility determination for government services. AI sys-
tems lack transparency, where opaque and invisible models are the norm, visible 
only to their developers (O'Neil, 2016; Rossi, 2018). 

Positive impact of AI 

While literature often highlights the potential harms of AI systems, some scholars 
acknowledge the multifaceted uses and benefits. For instance, AI-powered tools in 

7 Chiappetta



healthcare have shown promise in detecting eye diseases, identifying health risks 
and improving cancer screening (Haggart and Tusikov, 2023, p. 163). AI's positive 
impact is also evident in finance, retail, transportation, manufacturing and agricul-
ture (O'Neil, 2016). The EU is hopeful that AI’s positive impacts on various fronts 
will include stimulating innovation by driving advancements in technology and 
helping to boost economic growth and competitiveness through increased produc-
tivity and efficiency (Roberts et al., 2021, p. 6). However, Domingos (2015) takes a 
more optimistic stance, envisioning a "Master Algorithm" that can derive all knowl-
edge from data (p. 40). His optimism contrasts with other scholars' concerns about 
the dangers associated with all-knowing technology. 

AI regulation and the European Union 

Scholars argue for AI regulation to counter dataism, challenging the belief in ob-
jective data-driven regulation (Haggart & Tusikov, 2023; Siapka, 2018). They 
recognise AI's limitations in ensuring fairness and propose measures such as algo-
rithmic audits, impact assessments, legislative enforcement and avenues for chal-
lenging biased AI outputs (Balayn & Gürses, 2021; Bridges, 2001; O'Neil, 2016). 
However, the focus on de-biasing techniques is criticised for neglecting broader 
systemic issues and socio-technical contexts (Balayn & Gürses, 2021). 

An examination of GDPR and biased AI reveals tensions between data protection 
and AI's reliance on diverse datasets (Siapka, 2018). Data curators play a pivotal 
role, underscoring the urgent necessity of democratising data through a wide array 
of perspectives and emphasising the intricate interplay of ethical and pragmatic 
factors in shaping the development of AI regulations and practices (Leavy et al., 
2020, p. 2). Proposed legal solutions like value-sensitive design and regulatory 
sandboxes aim to navigate these challenges (Siapka, 2018). Trustworthy AI, rooted 
in fundamental rights and ethics, seeks to build public trust and ensure compli-
ance (Siapka, 2018; Zuiderveen Borgesius, 2018). In the EU, discussions about the 
AI Act centre on balancing innovation and individual rights, with regulatory sand-
boxes gaining prominence (Ponce Del Castillo, 2021; Roberts et al., 2023). Scholars 
underscore the urgency of implementing measures to prevent discrimination in AI 
applications, aligning with the discussions within the EU about the AI Act (Leavy et 
al., 2020; Rossi, 2018). The EU's unique approach emphasises ethical boundaries, 
prohibiting high-risk AI systems and emphasising equality and redress (Csernatoni, 
2019; High-Level Expert Group on AI, 2020; MacCarthy & Propp, 2021). Further re-
visions are suggested to address systemic risks such as collaboration among poli-
cymakers, regulators, AI makers and users, with recommendations including as-
sessing technology capabilities, ensuring explainability, formulating redress 
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processes and supporting education curricula – ultimately emphasising the need 
for a comprehensive approach involving all stakeholders to ensure AI's positive so-
cietal impact (Roberts et al., 2023; Rossi, 2018). 

To gain a comprehensive understanding of the potential consequences of AI tech-
nology and effectively mitigate its negative impacts on European society as a 
whole, it is imperative to conduct a comprehensive evaluation of policymakers' un-
derstanding of AI systems, bias, transparency and regulation. 

Section 3: Methodological framework 

I employed critical discourse analysis (CDA) to examine MEP speeches in my re-
search. CDA enabled the identification and exploration of power dynamics and un-
derlying meanings embedded in MEP language use. By analysing how MEPs frame 
arguments and employ language to shape discourse, CDA provided insights into 
the political and social contexts influencing decision-making processes (Bloor & 
Bloor, 2007/2013, p. 11). This method was appropriate for examining how the AI-
DA perceives and defines AI through their language use, highlighting opposing 
views and their impact on legislation and regulation in EU Parliament. The re-
search focused on MEPs, their narrative, the intended audience (e.g. public/private 
sector, society at large) and the presentation of their views. 

Critical Race Theory (CRT) was employed as a meta-methodology to complement 
CDA in examining MEP speeches. CRT provides a framework for understanding 
power dynamics and systemic inequalities within language and discourse, which is 
particularly pertinent when exploring issues of bias and discrimination in AI. Addi-
tionally, I incorporated the principles of the Social Construction of Technology 
(SCOT) – which emphasises the role of social factors in shaping technological de-
velopment – as an additional meta-methodology to analyse how MEPs' language 
and attitudes contribute to the construction of AI within the AIDA committee and 
policymaking, shedding light on the social, political and economic factors shaping 
technology perception and regulation. These meta-methodologies, along with 
CDA, enriched the research's multifaceted approach to understanding MEPs' per-
spectives on AI. 

The scope of this research paper is to uncover the answer to the following ques-
tion: How do MEPs within the AIDA perceive and comprehend bias and discrimina-
tion in AI and what are their perspectives on the regulatory measures concerning 
AI? 
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Data collection for this study involved accessing European Parliamentary websites, 
which provided documents from the AIDA, including verbatim committee hearing 
transcripts, draft and final reports on AI and party statements. The primary data 
sources were speeches from the EU Parliament found in the AIDA committee hear-
ing transcripts. Two key hearings of the AIDA were analysed, titled: AI and Bias (30 
November 2021) and AI and the Data Strategy (30 September 2021). These debates 
involved 24 MEPs engaging in a 40-minute Q&A session with experts, totalling 3.3 
hours. In the AI and Bias hearing, 18 MEP statements were analysed and in the AI 
and the Data Strategy hearing, 24 MEP statements were analysed. These debates 
were selected due to their relevance to the discussion on bias and discrimination 
in AI technologies. Each debate featured two panels comprising AI scholars, NGO 
directors and industry representatives as witnesses who presented their perspec-
tives, concerns and suggestions for the EU's final AI report. MEPs then posed ques-
tions to the experts, resulting in dynamic debates that informed the drafting and 
amendment of the final AI report. 

This study aimed to extract MEPs' views on AI and its implementation by analysing 
their language and attitudes expressed in questions and statements during the de-
bates. The language used and the content of the statements offer valuable in-
sights into MEPs' positions and perspectives on AI. By analysing the main themes 
and ideas emerging from witness testimonies and MEPs' questions, a deeper un-
derstanding of how the AIDA committee and European policymakers perceive AI 
was gained. In my discourse analysis, I applied the Procedural Approach by Strauss 
and Corbin (1990; 2015) to codify and thematically analyse statements in the tran-
scripts. I employed recurring themes and established connections among them, 
continuously refining my codes. The analysis revealed three main themes: risk, bias 
and regulation. Eleven codes were utilised, including: discrimination, profit prioriti-
sation, ethics and fairness, system regulation, government intervention, types of 
bias, accountability, self-regulation, industry regulation, state legislation and citi-
zen input. These themes and codes were instrumental in understanding how AI 
was conceptualised in the AIDA debates. 

Section 4: Discussion 

In these two hearings, the issues of bias and discrimination, as well as regulation, 
took centre stage in the debate. Although no further issues arose from these spe-
cific hearings, it is worth noting that other hearings addressed various AI-related 
topics. For the purpose of this study, our focus remains on these two pivotal de-
bates. MEPs face a paradoxical situation, recognising AI as a powerful societal tool 
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while acknowledging undemocratic consequences and inequitable outcomes with-
in a capitalist system that prioritises private data ownership. MEPs aim to maintain 
Europe's global leadership in regulation and innovation, despite the accompanying 
challenges. Achieving an equilibrium between combating discrimination and fos-
tering innovation in AI, especially when utilised by private entities for public inter-
ests, poses complex challenges in navigating conflicts between public usage and 
private control. 

Bias and discrimination 

Understanding the bias issue and its complexities 

MEPs initially did not prioritise bias as a central topic in AI discussions, but in re-
sponse to expert input and the need for further discussion on the matter, they ded-
icated a separate hearing to AI and bias. During discussions on addressing bias in 
AI, MEPs outlined various types of bias and their origins. Maria-Manuel Leitão-Mar-
ques (S&D) highlighted biases arising from non-representative training data, while 
noting that societal biases such as racism and sexism can still manifest even with 
representative data. 

Challenges in detecting bias: The struggle with AI discrimination 

Amongst the MEPs, there was a clear consensus that AI has the ability to discrimi-
nate, whether it be a result of biased data or in its biased application. Pilar del 
Castillo Vera (PPE) acknowledged the existence of bias and added that even a rig-
orously tested AI system may produce biased outcomes in real-world deployment. 
Furthermore, the experts emphasised that AI systems are trained on historical da-
ta, which fails to capture societal progress in combating discrimination. Bias in AI 
systems can stem from unintentional factors, negligence, or intentional actions 
and these variations necessitate tailored approaches to address them effectively. 
Elena Kountoura (The Left) discusses algorithmic biases, stating: 

we are aware that a number of systems incorporate algorithmic bias that 
generally targets the most vulnerable populations, thereby exacerbating 
inequalities and discrimination… The main problem, however, is the difficulty of 
detecting such bias, given the inbuilt opacity of certain AI-based systems.(AIDA 
Public Hearing on AI and Bias, p. 25) 

The reference to "opacity" in the quote pertains to the system's lack of transparen-
cy and interpretability in its decision-making processes. Alessandra Basso (ID) was 
one of the MEPs who asked experts what can be done by legislators, “to protect 
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the most vulnerable, such as persons with disabilities, from possible prejudice 
arising from the misinterpretation or misuse of available data?” (AIDA Public Hear-
ing on AI and Bias, p. 13). 

While most MEPs acknowledged the presence of bias in AI systems and its role in 
discrimination, Kosma Złotowski (ECR) questioned whether a decision made by an 
AI system using objective and well-structured data could still be considered dis-
criminatory. Złotowski suggested that disregarding AI decisions based on their 
favouritism or discrimination towards certain groups could be seen as “manipulat-
ing the technology” to conform to specific social or political views (AIDA Public 
Hearing on AI and Bias, p. 14). However, expert statements revealed that both the 
datasets used to train the technology and the technology itself exhibit bias. This 
underscores the inherent opacity of AI systems and the challenges encountered 
when attempting to discern bias within these systems. 

Public sector concerns: AI’s impact on structural inequalities 

AI’s impact on existing structural inequalities was another point of interest high-
lighted by Pernando Barrena Arza (The Left). Arza provided examples of Austria’s 
use of AI-powered algorithms to offer social services, including scoring people 
based on their employment prospects and prioritising services based on that rank-
ing and the Netherlands’ use of algorithms to penalise people, predominantly in 
lower-income neighbourhoods, based on whether they were likely to have commit-
ted benefit fraud. His questions demonstrated concern for AI use in the public sec-
tor: 

How do we ensure that the algorithms used by the public services themselves 
are not biased? What sort of intervention is required in the public sector to 
ensure that artificial intelligence systems that are used are ethical, unbiased 
and do not penalise the most vulnerable in society? (AIDA Public Hearing on AI 
and Bias, p. 15) 

This question demonstrates that MEPs are concerned about the potential ethical 
and social implications of AI used in the public sector. Although MEPs are consid-
ering possible interventions that could be taken to ensure that ethical standards 
are met, they are still unsure of the best route to regulating it. 

Recognising AI risks: MEPs' understanding and concerns 

MEPs understand that AI is risky, particularly in relation to the potential for the 
technology to perpetuate discrimination and inequality. MEPs unanimously recog-
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nised that certain populations face heightened vulnerability in AI decision-making, 
specifically low-income individuals and racialised communities. MEPs demonstrat-
ed their understanding of AI being a risk to marginalised populations by providing 
examples of AI-powered algorithms discriminating against people when used in 
social services and examples that AI systems have delivered inaccurate, biased re-
sults because of biased datasets (Arza, AIDA Public Hearing on AI and Bias, p. 15). 
They also demonstrated their understanding of where this risk originates from, i.e. 
datasets and how the algorithms are trained (Leitão-Marques, S&D), existing struc-
tures of inequality (Kountoura, The Left) or the technology itself (Arza, The Left). 

Addressing bias: Proposed solutions and regulatory frameworks 

AI's widespread use and numerous applications make it crucial to address biases 
that can harm and violate the human rights of large populations within a short pe-
riod. MEPs recognise the need to distinguish between technological biases and dif-
ferent forms of bias that require distinct remedies. Proposed solutions by MEPs in-
clude enhancing transparency and explainability of AI systems, fostering diversity 
and inclusion in AI development teams and strengthening regulatory frameworks 
for ethical and responsible AI development and use. However, these proposed so-
lutions, while important, only scratch the surface and fail to fully address systemic 
issues, perpetuation of socio-economic inequalities, marginalisation of disadvan-
taged communities and reinforcement of discriminatory practices that dispropor-
tionately affect marginalised groups. 

B. Regulation 

The role of the EU and the need for accountability 

MEPs emphasised the EU's responsibility to establish balanced government regula-
tion for AI. MEPs generally support the use of AI in public sectors for its potential 
to enhance efficiency, effectiveness and accuracy, leading to improved services. 
However, they are not in favour of completely replacing human decision-making 
with AI. Kountoura (The Left) emphasised the need for algorithmic accountability, 
remarking that: 

Algorithmic accountability should include the obligation to report, explain or 
justify algorithmic decision-making and mitigate any adverse social impacts or 
potential damage. (AIDA Public Hearing on AI and Bias, p.25) 

Kountoura's emphasis on algorithmic accountability highlights a conflict within 
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this stance. While she calls for reporting and explaining AI decisions to mitigate 
social impacts, this approach does not seek permission but rather aims to provide 
transparency. This implies that while AI's growing presence is accepted, MEPs view 
human involvement as a safeguard rather than a total replacement for human de-
cision-making, underscoring a nuanced position. 

Human involvement in decision-making: Balancing AI and human oversight 

Kim Van Sparrentak (Verts/ALE) questioned whether algorithms should be com-
pletely excluded from certain decision-making scenarios due to the lack of ac-
countability compared to humans. She asked: 

Should we perhaps not rely on algorithms in certain situations at all but require 
a human to be able to explain exactly why certain decisions are made and why 
they are justified, rather than an algorithm with a human somewhere in the 
loop or even human oversight? (AIDA Public Hearing on AI and Bias, p. 24) 

Van Sparrentak suggested relying on humans to provide explicit justifications for 
decisions, acknowledging that humans are also prone to bias. This proposal high-
lights a broader distrust among MEPs regarding the impartiality of AI decision-
making and emphasises the desire for greater accountability and transparency 
through human involvement. 

Despite MEPs recognising the need for diverse datasets and diverse oversight, this 
solution may perpetuate unbalanced power structures. Assuming that "diverse" in-
dividuals can fully understand the discrimination faced by all groups is flawed, as 
people with intersecting identities experience different forms of discrimination 
(Crenshaw, 1991). Relying on diverse human oversight in AI can be seen as a form 
of identity politics, reducing individuals to their social identities rather than ac-
knowledging their individual experiences and perspectives (Crenshaw, 1991; Cren-
shaw, 1989). 

Sergey Lagodinsky (Verts/ALE) expressed concerns about the privatisation of pub-
lic functions and the possibility of human actors being replaced by privately-con-
trolled AI systems. This emphasises the need for legislation to achieve a balanced 
approach, preserving human decision-making and preventing undue influence 
from private entities, thereby protecting democratic values and public interest (AI-
DA Public Hearing on AI and the Data Strategy, p. 35). Basso (ID) used the example 
of facial recognition – a high-risk AI system that, “if left in the hands of a system 
of self-checks, places great power in the hands of those providing the service it-
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self” (AIDA Public Hearing on AI and the Data Strategy, p. 37) – to propose a more 
democratic form of oversight that involves public participation in decision-making 
processes. These inquiries demonstrate MEPs' awareness of the importance of 
safeguarding human decision-making, mitigating private influence and ensuring 
democratic values and public interests are upheld. The call for democratic over-
sight aims to address concerns about potential misuse or abuse of AI, engaging 
various stakeholders in well-informed debates and responsible deployment. This 
highlights MEPs' unease regarding the privatisation of the AI ecosystem, rather 
than the AI itself, which makes them cautious about AI's use and therefore stresses 
the importance of human involvement in the decision-making processes. 

AI as the engine, data as the fuel: The role of data in AI 

Miapetra Kumpula-Natri stresses the importance of regulated AI systems and data, 
stating: 

One way to think of the relation between the data and AI is that if AI algorithms 
are the engine, the data is the fuel. If we have the finest engine, it’s useless if 
we do not have the necessary fuel. (AIDA Public Hearing on AI and the Data 
Strategy, p. 4) 

This perspective, shared by other MEPs, advocates for a trustworthy and transpar-
ent data economy where the EU regulates data usage, access and personal control 
(AIDA Public Hearing on AI and the Data Strategy, p. 4). However, this understanding 
overlooks critical aspects. By treating data as fuel, MEPs risk reducing individuals 
to mere inputs, neglecting the complex social, economic and political contexts of 
data generation and its potential consequences. Furthermore, the fuel analogy 
fails to acknowledge the potential harms of unregulated data collection and use. 
Examples like biased facial recognition databases, resulting from the dispropor-
tionate policing of racialized communities, highlight the risk of discriminatory 
practices and criminalisation of racialised individuals (Lum & Isaac, 2016, p. 19). 
This reflects the prioritisation of technological development over marginalised 
communities' interests. 

Importance of citizen involvement: Engaging citizens in AI regulation 

MEPs emphasised the importance of citizen involvement in AI regulation, recognis-
ing that citizens are the most affected by these technologies. Alexandra Geese 
(Verts/ALE) advocated for involving affected groups in AI development to address 
the lack of diversity in the tech industry, drawing inspiration from Germany's coali-
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tion agreement (AIDA Public Hearing on AI and Bias, p. 12). Kountoura (The Left) 
emphasised the need for transparency and understanding, stating, "details should 
be provided regarding the workings of mass data analysis, thereby helping individ-
uals to understand and keep track of the decisions affecting them" (AIDA Public 
Hearing on AI and Bias, p. 25). 

Maria da Graça Carvalho (PPE) emphasised the importance of data literacy, stating, 
“data literacy will be critical to guarantee that citizens embrace the opportunities 
of data... and understand the environment and its risks.” (AIDA Public Hearing on AI 
and the Data Strategy, p. 33). However, I argue that merely promoting diversity and 
individual responsibility is insufficient in addressing systemic inequalities and 
power imbalances underlying technological innovation. Individual responsibilisa-
tion highlights a common trend in policymaking where the burden for addressing 
issues is placed on the individual rather than on the institutions and systems that 
create and perpetuate these issues (Haggart and Tusikov, 2023, p. 112). This ap-
proach neglects the systemic issues surrounding data collection, usage and power 
dynamics. It also fails to acknowledge the limited resources and knowledge indi-
viduals may possess. Individual responsibilisation allows policymakers to evade 
accountability for the harm caused and places the burden on those being harmed. 

Challenges in comprehending AI: Understanding AI's decision-making 

MEPs face challenges in comprehending the decision-making processes of AI sys-
tems due to their complexity. We can see that some MEPs understand AI to be a 
sentient technology. Gilles Lebreton (ID) raised a question: 

But don’t you think that artificial intelligence has now evolved to such an extent 
that it is capable of creating its own selection criteria, and therefore that bias of 
artificial origin is also a possibility? (AIDA Public Hearing on AI and Bias, p. 24) 

Attributing agency and autonomy to AI is a significant phenomenon that has 
gained prevalence. Some MEPs perceive AI's ability to make decisions and act as 
sentient, ascribing agency to it. Adriana Maldonado López (S&D) spoke to her con-
fidence in AI systems being able to self-regulate and self-correct biases inherent to 
the technology. 

Algorithms, despite being created by humans, have been endowed with autonomy, 
minimising human agency in their creation and use (Ziewitz, 2016, p. 5). This shift 
in responsibility has implications, absolving creators and organisations from ac-
countability for automated regulation's impacts (Haggart and Tusikov, 2023, p. 
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124). While MEPs acknowledge AI's decision-making abilities, the technology itself 
has not reached a point where it can be referred to as sentient (Husain, 2017, p. 
27). MEPs, including Basso (ID) and Kountoura (The Left), raised doubts about 
whether AI can be considered a "self-sentient machine". Their questions reveal a 
lack of clarity regarding AI's sentience, agency and decision-making abilities, indi-
cating that MEPs have not yet reached a consensus or a unified understanding on 
these aspects of AI. While humans attribute autonomy and power to AI, it is not 
truly autonomous as it lacks self-awareness, consciousness and independent deci-
sion-making. However, software programs can exert social power by shaping and 
directing human behaviour, exhibiting a form of intelligence and adaptability. The 
belief in AI's self-correcting abilities may downplay its potential threats, but the 
actual capabilities of AI in this regard remain uncertain. Creating self-aware or 
sentient machines is still a speculative and distant prospect. Furthermore, ethical 
and social concerns arise even if such machines were possible, including the need 
to ensure their alignment with public interests. MEPs' emphasis on human-centric 
and policymaker-led regulation implies scepticism towards AI's current ability to 
self-regulate effectively without causing harm. 

Accountability and definitions: Grappling with AI regulation 

MEPs acknowledge the inability of algorithms and AI systems to be held account-
able, especially when their decisions directly impact individuals' livelihoods, re-
flecting a deep distrust in the fairness and impartiality of AI. Concerns regarding 
bias and discrimination in AI decision-making have fueled this distrust. MEPs are 
therefore advocating for human oversight of "high-risk" AI systems that directly af-
fect humans, including impact assessments throughout the development process 
(see Bridges, 2001). Discussions differentiating between high-risk and low-risk ap-
plications reveal ongoing deliberations on the appropriateness of AI in specific 
contexts, reflecting evolving debates on AI regulation and governance. However, 
the feasibility of implementing a rights-based approach and ensuring accountabili-
ty in AI development raises important questions. MEPs have yet to determine the 
party responsible for bearing the burden of accountability – whether it is the sys-
tem designer, operator, or regulators. 

A rights-based approach necessitates clear definitions of human rights violations 
and "fair outcomes" in AI decision-making, along with monitoring and enforcement 
mechanisms. It requires substantial resources, expertise, robust accountability and 
auditing processes to ensure AI systems align with human rights principles. MEPs 
need to provide clear definitions for key terms such as "fairness", "transparency" 
and "accountability" in their efforts to regulate AI. Castillo Vera (PPE) underscored 
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the need for MEPs to define what a ‘fair’ outcome is and that there must be an 
evaluation of the nature of the AI systems to determine which is the best metric 
for mitigating potential risks. The absence of precise definitions raises concerns 
about their strategies for addressing bias and implementing standards. This lack of 
clarity may stem from conflicting views or a lack of awareness. It hampers the de-
velopment of effective regulations, resulting in legal ambiguity and challenges in 
enforcement. Superficial understanding of these terms impedes the establishment 
of standardised guidelines for AI systems, hindering efforts to align regulation 
with EU values. Stakeholders must establish shared understandings and definitions 
to develop a robust regulatory framework. Failure to define these terms can have 
detrimental consequences, as corporate interests may be prioritised over citizen 
protection. 

Limitations 

Party politics introduce complex limitations to the study, influencing MEPs' ques-
tioning strategies. Party affiliations shape the topics, tone and framing of ques-
tions, potentially compromising the reflection of individual attitudes and knowl-
edge. This can prioritise party objectives over transparency. Recognising party poli-
tics as a significant limitation when inferring MEPs' true attitudes from their hear-
ing questions is crucial. 

The statements released by each of the main political parties delineate distinct 
party-driven perspectives on AI development, bias mitigation and the management 
of the data economy. Notably, the EPP Group underscores the importance of AI bias 
detection and mitigation, data quality and international collaboration, in line with 
their party's proclivity for fostering ethical and human-centric AI solutions in a 
global market context. In contrast, the S&D Group prioritises strict adherence to 
EU legislation, human rights and non-discrimination in AI, consistent with their 
commitment to ensuring equitable treatment and engendering trust among citi-
zens. Renew Europe's strong emphasis on fundamental rights and data fairness 
mirrors their party's overarching values. The Greens/EFA, meanwhile, place a 
strong focus on averting AI bias and granting citizens greater empowerment, a re-
flection of their commitment to a human-centric approach to AI. 

These politically-driven priorities exert a substantial influence over the nature of 
MEP questions during AI-related hearings and the overall trajectory of these delib-
erations. This necessitates a comprehensive understanding when interpreting 
MEPs' true attitudes based solely on their hearing inquiries. Additionally, the 
analysis suggests a notable shift towards greater public involvement and human-
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centric AI policy, reflecting parties' responsiveness to debate concerns. Recognising 
the nuances introduced by party politics is crucial when discussing the limitations 
of this study, aiming to discern MEPs' genuine sentiments from their hearing en-
gagement 

Additionally, in this study, it is important to note that I exclusively examine MEPs' 
views and comprehension of AI as expressed during the AIDA hearings leading up 
to the enactment of the AI Act. While these hearings provide a valuable snapshot 
of their perspectives within that specific context, it is vital to acknowledge that the 
study's scope is confined to this particular time frame and does not encompass 
MEPs' views beyond these hearings or in response to subsequent developments in 
the AI field. The rapidly evolving nature of AI necessitates recognising this tempo-
ral limitation when interpreting MEPs' views and understanding of AI in the broad-
er context. 

Conclusion 

The EU seeks a delicate balance between AI's economic benefits and social impli-
cations, as observed in the AIDA hearings. While AI offers economic advancement 
and improved social outcomes, addressing bias and discrimination is crucial to 
prevent exacerbating societal inequalities. To safeguard vulnerable individuals and 
minimise the influence of technology companies, it is essential to comprehend the 
significance of prioritising the social costs and value of AI over corporate interests. 

The European Parliament's negotiating position on the AI Act, as reflected in the fi-
nal draft of the AI Act, bears a clear imprint of the discussions and recommenda-
tions made during the AIDA hearings, encompassing several key modifications to 
the proposed legislation. First, they have aligned the definition of AI systems with 
the Organisation for Economic Co-operation and Development (OECD) standards, 
aiming for global consistency (European Parliament, 2023). Additionally, they ad-
vocate for the prohibition of AI systems encompassing both real-time and ex-post 
use as well as biometric categorisation systems using sensitive characteristics, pre-
dictive policing systems, emotion recognition systems and indiscriminate scraping 
of biometric data (European Parliament, 2023). High-risk AI systems, according to 
the Parliament's position, must not only fall within certain areas or use cases, but 
also pose a "significant risk" to health, safety, fundamental rights, or the environ-
ment. They emphasise a layered approach to regulate general-purpose AI systems, 
ensuring robust protection of fundamental rights and imposing transparency 
obligations on generative foundation AI models (European Parliament, 2023). 
These key positions directly stem from nuanced discussions during the AIDA hear-
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ings. The strengthening of governance, the establishment of an AI Office and the 
empowerment of national authorities also align with the need for robust enforce-
ment mechanisms highlighted in these discussions (European Parliament, 2023). 
Moreover, the Parliament's dedication to fostering research and innovation, evident 
in the exemption of research activities and open-source AI components from cer-
tain regulations, underscores the careful balance between regulation and advance-
ment discussed during the AIDA hearings (European Parliament, 2023). Overall, the 
AI Act's evolution reflects a dynamic and adaptive response to the multifaceted is-
sues explored in the AIDA hearings. 

MEPs acknowledge AI's pivotal role in Europe's economy, appreciating its potential 
to enhance efficiency and competitiveness. Nonetheless, they acknowledge the as-
sociated risks, as highlighted by the comprehensive 65-page report on AI and the 
implementation of the AI Act. This report underscores the urgent need for regula-
tion, transparency and accountability. Given the data-driven nature of the economy, 
the state assumes a central role in resource allocation and regulatory measures. 
The economic impetus of EU MEPs to foster innovation and maintain a competitive 
edge in the technology sector contrasts with their social objective of ensuring fair-
ness, transparency and accountability in AI. These dual motivations are not com-
patible, representing a complex challenge. 

MEPs display scepticism towards AI’s abilities, perceiving it as potentially sentient 
and recognising the need for intervention to address biases and regulate its use. 
The EU’s establishment of AIDA and the AI Act reflects its intention to regulate AI 
through government intervention. However, there are differing opinions among 
MEPs regarding the regulatory entities for different types of AI. Trust in AI use in 
the public sector is low, potentially leading to strict regulations for "high-risk" AI in 
this domain. Conversely, MEPs may adopt an industry-centric approach for “low-
risk” AI, setting standards for private AI development to foster innovation and com-
petitiveness. This cooperative framework aims to address concerns and promote 
responsible AI practices. Nonetheless, achieving a balanced approach may prove 
challenging, as profit-seeking often conflicts with societal well-being objectives. 

CRT highlights power imbalances (Delgado & Stefancic, 2001) and how evolving 
technology perpetuates racialised power structures (O'Neil, 2016). Marginalised 
groups remain impacted by technology controlled by more powerful social groups, 
reinforcing hierarchies. This reveals power imbalances through identity politics 
(Crenshaw, 1991), with CRT showing how AI systems sustain systemic discrimina-
tion (Crenshaw, 1989). The hearings missed the depth of these issues, emphasising 
the need for MEPs to deepen their understanding of AI's societal implications and 
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address AI’s complex ramifications. 

MEPs recognise AI's potential as an ally in combating inherent biases by develop-
ing new technologies. CRT and SCOT acknowledge that bias in AI is not solely the 
result of individual actions, but a systemic phenomenon embedded in legal, social 
and economic structures. Eliminating biases in AI thus requires addressing the un-
derlying social and economic structures shaping its development. This entails 
reevaluating system design, tackling systemic issues such as unequal access to ed-
ucation and resources and upholding fairness and social justice principles. Cen-
tring marginalised perspectives in AI development, along with ongoing monitoring 
and regulation, is crucial for achieving equitable outcomes and mitigating bias. 
CRT should guide AI system development, considering the dynamics of power, priv-
ilege, discrimination and exclusion in society. 

MEPs highlight the role of citizen participation in mitigating AI risks, emphasising 
individual and social responsibility. They stress the need for a trustworthy and 
transparent data economy where individuals have control over their data and in-
fluence over its usage. However, this places the onus on individuals to educate 
themselves and demand accountability. The question arises: is this enough? While 
data literacy is crucial, European regulations are lagging, potentially compromising 
citizen protection. Without effective regulations, relying solely on individual re-
sponsibility will not prevent data misuse or ensure citizen safety. 

The EU AI Act serves as a pioneering model for other countries. Insights from this 
research can guide future policy development within the EU and globally. As de-
mocratic nations navigate AI's challenges and opportunities, further research will 
examine policymaking approaches in different contexts, informing effective and 
equitable regulations. This study, exploring MEPs' understanding and perception of 
AI, establishes a valuable foundation for future research, illuminating policymak-
ers' attitudes towards emerging technologies. 
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Appendix 

FIGURE 1: Chart listing MEPs and their group membership. 
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