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Abstract: As societies become increasingly dependent on digital means, organisations seek ways to
prevent software exploitation by eliminating vulnerabilities or acquiring them as products.
However, there is an ongoing debate regarding the extent to which governments should become
involved in markets for vulnerability sharing. This paper examines the economics of vulnerabilities
and outlines possible areas for governmental interventions. | survey three policy alternatives to
support the discovery and disclosure of software vulnerabilities: integrating security and
penetration testing into the software development life cycle, acquiring exploitable critical
vulnerabilities by governments, and promoting bug bounty programs and platforms as
vulnerability-sharing structures. For each suggested alternative, | present an impact matrix to
qualitatively measure the effectiveness and efficiency of the vulnerability discovery process and the
attractiveness, legality and trustworthiness of the disclosure process. | argue that bug bounty
programs that bring together organisations and ethical hackers to trade vulnerabilities produce the
highest impact. These gig economy structures are often based on two-sided digital market
platforms as their foundation and offer a low entry barrier and assurance level for both market
players. The discussion provides a foundation for governmental decision-makers to design effective
policies for sharing vulnerabilities.
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1. Introduction

Cyber threats emerge as a severe problem for the global economy as society in-
creasingly depends on information technology for all its functions (World Econom-
ic Forum, 2023). The actions of offenders can have far-reaching consequences, af-
fecting the financial, social and health well-being of individuals, organisations and
nations. Consequently, policymakers have recognised the need to protect citizens
and firms against cyber threats, leading to a growing trend in designing, adopting
and implementing cybersecurity-related governmental policies. According to Ankit
Fadia et al. (2020), more than 100 governments have developed national cyberse-
curity defence strategies, and some have also established dedicated National Cy-
bersecurity Agencies (NCAs) to help protect the public against cybersecurity at-
tacks, theft, fraud and abuse.

There are various methods that cyber attackers can use; however, exploiting soft-
ware vulnerabilities (bugs) remains a significant attack vector (Cyber Attacks Statis-
tics, n.d.). Common ways to prevent software exploitation before such an attack at-
tempt is made are eliminating vulnerabilities during coding and proactively dis-
covering and fixing them in existing products and services. Leveraging third-party
crowd wisdom can make it easier to detect vulnerabilities; | hereafter refer to
these vulnerabilities as the product and their trading activity as the market for vul-
nerabilities.

This article examines the following public policy problem: How should govern-
ments become involved in vulnerability-sharing markets? | further focus on the re-
search question: How can policymakers support discovering and disclosing soft-
ware vulnerabilities in systems, products and services? To address this question, |
survey three areas of possible intervention. The first, sometimes called security-by-
design, aims to prevent vulnerabilities introduced during development by integrat-
ing security into the software development life cycle (SDLC), and it may involve
penetration tests executed by internal or contractor teams. The second aims to re-
duce the number of high-impact exploits in the black market by acquiring highly
exploitable critical vulnerabilities directly or through an intermediary entity. The
third is promoting bug bounty programs and platforms as mediation entities be-
tween individual security researchers and firms. The expected outcome of this al-
ternative is an increased number and quality of software vulnerabilities discovered
by the ethical hacker community and disclosed to the public so that they can de-

. Examples include the National Cyber Security Centre (NCSC) in the UK, and the Cybersecurity and
Infrastructure Security Agency (CISA) in the US.
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fend against them.

Using a simplified rationalist policy analysis process, | identify two primary goals
for the proposed alternatives, which align with the research question. The first
goal is to enhance the efficient discovery of vulnerabilities in products and sys-
tems, while the second aims to support a legal and trustworthy vulnerability dis-
closure process. | qualitatively assess three impact categories for each goal to
evaluate the suggested policies before presenting the results in a comparative im-
pact matrix. My informed interpretation indicates that bounty programs and plat-
forms are effective and have low barriers to entry for firms and the ethical hacker
community.

Therefore, | recommend increased governmental intervention by promoting or re-
quiring these structures based on commercial or community-driven coordinated
disclosure initiatives. While | have identified a preferred policy, it is essential to
note that the discussed options are not mutually exclusive and can be implement-
ed in parallel, as acknowledged by ENISA (2023). The paper aims to provide a
starting point for policymakers yet to engage in this area by listing possible inter-
vention alternatives and justifying additional investments for governments already
active in the market for vulnerabilities.

This article proceeds as follows: Section 2 discusses the dynamics of markets for
vulnerabilities and bug bounty programs and lists examples of governmental in-
tervention. Section 3 presents the policy design methodology and highlights some
of my considerations. Section 4 describes the problem definition, lists related poli-
cy design issues and introduces the evaluated governmental policies. Next, Section
5 compares the solution alternatives, their expected outcomes and the associated
trade-offs. Finally, Section 6 concludes the discussion and summarises its main im-
plications and limitations.

2. Background: sharing software vulnerabilities

Cyber-related risks are growing and have become one of the most severe global
economic risks the world may face over the next decade (World Economic Forum,
2023). Organisational stakeholders can address these risks in various ways, includ-
ing avoidance, acceptance, mitigation and transfer (Martin-Vegue, 2021). One ap-
proach to mitigate the cyber risks associated with software exploitation is to iden-
tify and address security vulnerabilities before they are exploited. This approach is
aligned with the “identify” and “protect” risk mitigation stages of the Cybersecurity
Framework offered by NIST (2018). Discovering vulnerabilities in products and ser-
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vices can be assigned to the firm’s development or security-testing teams, out-
sourced to third-party company experts, or delegated to external individual re-
searchers through bug bounty programs in a trend that aligns with the novel idea
of crowdsourcing (Akgul et al., 2020).

Reviewing government interventions in cybersecurity and the background and dy-
namics of the vulnerability-sharing problem domain is required to understand this
market development better.

2.1. Government intervention in cybersecurity

In recent years, governments have established agencies dedicated to protecting
their assets and citizens against cyber threats. This task often mandates defining
new policies or regulations. Still, progress in mitigating cyber risks is challenging,
possibly due to conflicting equities, negative externalities, trade-offs between civil
liberties, privacy concerns and more (National Research Council, 2014). The policy
alternatives presented in this paper illustrate this challenge.

Governmental intervention in cybersecurity is expected to increase in the coming
years as cyber protection becomes a regulatory obligation in many sectors. Govern-
ments may increase their direct operational involvement in areas considered na-
tional priorities, such as Critical Infrastructure Protection (CIP) or Computer Emer-
gency Readiness Team (CERT).2 Consequently, they can promote regulations that
will hold the private sector liable. For example, the US aims to shift the responsi-
bility and liability for cybersecurity away from individuals, small businesses and
local governments and onto the organisations providing products and services
(The White House, 2023). Similarly, the EU promotes in its NIS2 Directive legal
measures on operators of essential services in specific sectors if they fail to take
appropriate security measures or follow incident notification rules (Directive 2022/
2555, 2022).

Governments and policymakers have long recognised the importance of cybersecu-
rity information sharing as a collaborative effort to enhance cyber-defence (or -ad-
versary) posture by leveraging the broader community’s capabilities, knowledge
and experience (Zrahia, 2018).3 The shared information might include threat-cen-
tric indicators/objects, best practices and tools and target-related data objects,

. For example, the US’s 2013 National Infrastructure Protection Plan (CISA, 2013) and the United
States Computer Emergency Readiness Team (US-CERT, n.d.).

. An individual hacker stopped the global WannaCry ransomware attack in 2017, showcasing the
power of the community (MalwareTech, 2017).
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namely software vulnerabilities (Libicki, 2015). This paper concentrates on the lat-
ter information type.

2.2. The economics of vulnerabilities

A software vulnerability is “a security flaw, glitch, or weakness found in software
code” that an attacker could exploit (NIST-CSRC, n.d.). Identifying and fixing soft-
ware vulnerabilities, commonly known as the vulnerability life cycle, typically be-
gins with the (unintentional) creation of a bug during the coding phase. Unfortu-
nately, an attacker may find and exploit the vulnerability before it is disclosed and
a patch developed, resulting in a zero-day (0-day) exploit. However, once the vul-
nerability is detected and identified by the development team or a security re-
searcher, efforts are prioritised to create and issue a software patch to eliminate
the exposure (Bilge & Dumitras, 2012). Extensive research has been conducted on
the vulnerability life cycle, including comprehensive overviews by Shahzad et al.
(2012) and categorisations of pre- and post-disclosure risk by Rajasooriya et al.
(2016). In addition, Ransbotham et al. (2012) summarise the primary pathways to
vulnerability disclosure.

Vulnerabilities for sale may be considered a product of the “knowledge economy”
created by knowledge-intensive activities and characterised by rapid obsolescence
(Powell & Snellman, 2004, p. 199). Furthermore, like other knowledge or data ob-
jects, vulnerabilities are non-rival goods that can be used by several parties con-
currently. The market for vulnerabilities as products can be described using micro-
economics terminology, where organisations generate demand and security profes-
sionals supply their expertise and find them. From a supply chain standpoint, find-
ing a vulnerability may be considered a make-or-buy management decision.
Williamson (2008) outlines three governance decisions a company may encounter
while assessing Transaction Cost Economics (TCE): markets, hybrids and hierar-
chies. In light of this definition, companies can meet the demand for vulnerabili-
ties with their development and security personnel utilising internal hierarchies.
Alternatively, they could use hybrid long-term contracting of specialised compa-
nies or embrace a market strategy with skilled individual security researchers with
no bilateral stakeholder dependency.

| embrace the view of Ablon & Libicki (2015) and divide the vulnerability market
into three categories: legitimate (white), illegal (black) and legal but anonymous
(grey).4 In the white market, buyers and sellers are identified and may legally trade

4. The terms “white”, “grey” and “black” are the standard naming of these markets in the cyber world.
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vulnerabilities so vendors can fix them. The underground black market is where
cybercrime organisations buy exploits, attack services, stolen assets and other ille-
gal products from black-hat hackers. The grey market facilitates the exchange of
vulnerabilities and exploits that might be used for offensive purposes. While this
market is not illegal per se, it operates in a moral and ethical grey area due to the
potential for harm associated with undisclosed vulnerabilities.

The analysis requires an understanding of the way the value of a vulnerability
changes depending on its life-cycle stage and traded market (Figure 1). A zero-day
vulnerability may be valued at six or more figures in the white and black markets
(Apple Security Bounty Categories, n.d.; Perlroth, 2021), but its price declines differ-
ently over time. In the white market, disclosed vulnerabilities are shared as public
goods for free, so their value drops to zero once the vendor releases a patch and
they become public goods. In contrast, in the black market, the exploit code has a
monetary value even after N-days due to product exclusivity. Regardless, its value
drops over time as the likelihood of finding and exploiting a non-patched system
decreases.

Black market

Zero-day N-day
exploit exploit

Higher value Lower value

(pre-disclosure) (post-disclosure)

Zero-day
disclosure

White market

FIGURE 1: Vulnerability as a product value matrix in black and white markets.

2.3. Bug bounty programs and platforms

The claim dubbed ‘Linus law’, that “given enough eyeballs, all bugs are shallow”
(Raymond, 1999, p. 29) refers to the co-development and testing of open-source
software involving many people who deliver a less buggy (and therefore less vul-
nerable) code together. A similar principle may apply to bug bounty programs util-
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ising crowdsourced vulnerability discovery. From an organisational perspective, ef-
fectively identifying vulnerabilities is a high-value challenge, so firms can benefit
from engaging large crowds of researchers to tackle this task. This choice aligns
with theories of firm boundaries, which involve deciding which assets, activities
and resources to ‘own” and which to access through the market (Zenger et al.,
2011, p. 95).

Bug bounty programs are structured arrangements between organisations and in-
dividual security researchers to trade vulnerabilities as products. They allow or-
ganisations to interact with cyber-security experts whose knowledge complements
the capabilities of the firm’s development and testing teams. Through this ex-
change, security researchers can report on security vulnerabilities and receive le-
gitimate compensation for their findings and recognition from their peers and the
industry for their expertise (Bienz & Juranek, 2020; Malladi & Subramanian, 2020).

Bug bounty platforms are two-sided digital marketplaces that host multiple bug
bounty programs, bringing together security researchers and organisations to facil-
itate vulnerability trading (Maillart et al., 2017; Subramanian & Malladi, 2020;
Wachs, 2022; Zhao et al., 2017). These platforms reward the first participant sub-
mitting a novel vulnerability report with a direct or indirect payment (bounty), cre-
ating a tournament-like arrangement (Jo, 2020). Using these platforms reduces in-
formation asymmetries and other frictional costs associated with the transaction
of specific, infrequent, and uncertain assets (Wachs, 2022). Figure 2 illustrates the
role of a bug bounty platform as a facilitator for the vulnerability-sharing transac-
tion between organisations as buyers and researchers as sellers.

_._

Submissions
Bug Bounty =
Program %
Organisations Awards Researchers
(Buyers) @ (Sellers)

FIGURE 2: A bug bounty platform as a two-sided market for sharing software vulnerabilities.

Bug bounty programs can be viewed as a competitive economy model where buy-
ers and sellers attempt to maximise their utility and profits. The individual re-
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searchers are the sellers, the organisations generating the bounty programs are
the buyers and the discovered vulnerabilities are the goods.5 These structures are
also related to the phenomenon of the gig economy: a labour market for indepen-
dent contracting that happens through, via and on digital platforms (James, 2021).
In this setting, a vulnerability report constitutes a mere gig economy transaction
with a low entry barrier, potentially allowing policymakers to control the supply
size (Zrahia et al., 2022).

3. Policy design methodology

Policy analysis involves explaining problems related to the general public and de-
veloping alternatives to address them and mitigate their failures. | followed the
simplified rationalist process of Weimer & Vining (2017) by dividing the effort into
two main components. Section 4 focused on problem analysis, which includes
defining the problem, listing potential solutions and setting policy goals. In Sec-
tion 5, | conducted a solution analysis, further expanding on the policy options
while predicting, evaluating and comparing their impacts. | began the problem
analysis with the research question: How can policymakers support discovering
and disclosing software vulnerabilities in systems, products and services? Next, |
argued that the problem is a societal concern that justifies governmental interven-
tion, and | listed the three evaluated solutions. Finally, | briefly described how each
alternative would help and its expected outcome.

| selected two goals, viewing the first as “substantive” and the second as “procedur-
al” (Bali et al., 2021). The impacts associated with the substantive goal are directly
concerned with the ends of the policy, while the results related to the procedural
goal, indirectly but significantly, affect processes and outcomes accounting for the
means to achieve the policy ends. Furthermore, | set the goals so that each repre-
sents a different stage in the vulnerability-sharing process (discovery and disclo-
sure) and a different stakeholder perspective in the market for vulnerabilities —
the first goal was associated with the buyer (organisation) perspective, while the
second pertained to the seller (researcher).

| detailed the three policy alternatives in the solution analysis stage, referencing
relevant academic literature and professional resources. To measure the impact of
each policy on each goal, | used qualitative scoring criteria of three levels: low,
medium and high. These categories are not necessarily equally spaced, and | used
ranges within these classes where appropriate. | presented the results in a com-

5. This viewpoint refers to the market after a researcher finds a vulnerability (ex-post).
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parative impact matrix that includes the essence of the analysis. Then, | detailed
the trade-offs, tensions and misalignments between the market players associated
with each choice. Finally, the policy advice/recommendation reflects the impact
matrix after qualitatively comparing the results.

The analysis is subjective and influenced by my informed interpretation.6 Hence, |
do not claim to provide a precise objective measure of policy superiority. Further-
more, while there is a growing interest in methods for qualitative comparative
analysis in public policy and other disciplines (Brans & Pattyn, 2017; Fischer &
Maggetti, 2017), | have chosen a different approach for two reasons. First, scoring
and assigning (sometimes arbitrary) weights to the impact categories would still
be subjective and, therefore, keep the essence of the analysis the same. The sec-
ond reason for avoiding a complex scoring methodology is that the interventions
evaluated are complementary and could be promoted in parallel. For example, bug
bounties can provide continuous software testing against vulnerabilities and be-
come an integrated part of the SDLC process (Bugcrowd, 2018). Instead, | followed
Weimer & Vining (2017) recommendation to use detailed comparisons of the alter-
natives rather than decision rules, as the latter tend to divert attention from the
trade-offs and obscure the outcomes of the suggested options.

In addition, some may question the practicality of using a rational-based policy ap-
proach to address issues in the diverse cybersecurity problem domain. However,
there are two counterarguments to this claim. Firstly, the selected policy alterna-
tives can be implemented in small incremental changes while “muddling through”
(Lindblom, 1959, 1979). Secondly, the technical practices that support these poli-
cies are already in use to some extent by various organisations and governments,
making it easier to assess and compare their impact.

| followed several strategies to enrich the trustworthiness of this qualitative re-
search (Yaday, 2022). First, | synthesised many academic and professional sources,
theories and viewpoints. While this may be perceived as a confusing approach, it
strengthens the credibility of the discussion by triangulation. | also provided plen-
tiful descriptions to highlight the study’s context and ease the transferability of the
debate to the reader’s surroundings. Finally, | offered an extensive audit trail and
references for the arguments presented to increase the paper’s dependability.

. As a cybersecurity practitioner and an active member of ISACA, ISC2, and SANS professional organi-
sations, | am a true believer in cyber information sharing and the power of individuals and commu-
nities to help society better address cyber challenges.
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4. Problem analysis

Hereafter, | refine the policy-related question and survey three governmental inter-
vention alternatives for sharing vulnerabilities, their goals and respective impact
outcomes.

4.1. Problem definition

| define the following public policy problem: How should governments become in-
volved in vulnerability-sharing markets? | further focus on the research question:
How can policymakers support discovering and disclosing software vulnerabilities
in systems, products and services? The vulnerability-sharing process is a subset of
cybersecurity information sharing (Libicki, 2015; Mermoud et al., 2019), and the re-
search question covers the two stages that make it valuable for mitigating soft-
ware vulnerability risks (Rajasooriya et al., 2016).

The first stage, vulnerability discovery, can be achieved through internal or out-
sourced secure development and penetration testing practices (Jones & Rastogi,
2004) or by utilising bug bounty programs and platforms (Malladi & Subramanian,
2020). | consider both approaches as two of the analysed alternatives. The second
stage, disclosure, refers to the process of revealing the existence of the vulnerabil-
ity, first to the vendor and eventually to the public. Empirical analysis suggests
that disclosure can delay and lower the likelihood of an initial attack, limit its
spread and decrease its total instances (Ransbotham et al., 2012). However, not all
vulnerabilities are disclosed or shared with the public through black or grey mar-
ket transactions (Ablon & Libicki, 2015; McKinney, 2007).

4.2. Should governments get involved?

Governments can arguably “do more to encourage and accelerate the process of
finding software vulnerabilities with modest amounts of funding and without pass-
ing new legislation” (Libicki, 2015, p. 3). However, before considering government
involvement, it is essential to determine whether the issue at hand is a societal
concern requiring public resources.

Market failures “provide the traditional economic rationales for public participa-
tion in private affairs” (Weimer & Vining, 2017, p. 74). They might occur if a prod-
uct or service has positive externalities affecting the general public and the alloca-
tion of resources is not optimal. For example, a situation where it is difficult to col-
lect payment from all potential beneficiaries of a good or service (Bardach &
Patashnik, 2020) might lead to such a failure, called the “free rider” problem
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(Hardin & Cullity, 2020; Varian, 2004). Indeed, in the market for vulnerabilities,
seller or buyer actions can impact third-party entities that do not actively partici-
pate in the two-sided program transaction. Bohme (2006) mentions two possible
reasons for market failures in the computer security market. One is the “lemon
market problem” (Akerlof, 1970) — where consumers cannot distinguish between
secure and insecure products, leading to lower prices — and the other is the “free
rider” dilemma discussed above.

Furthermore, software quality is a public concern (IEEE-CS/ACM Joint Task Force on
Software Engineering Ethics and Professional Practices, n.d.), even if it is owned by
private companies and consumed directly by only part of the public. Modern prod-
ucts and services have multiple integrated components, and attacks can propagate
between systems and organisations in this digital ecosystem. Hence, a compro-
mised asset in one place can lead to a supply chain attack that affects many or-
ganisations (Ohm et al., 2020). A visible example is the 2020 SolarWinds incident
(Peisert et al., 2021), which impacted numerous governmental and commercial or-
ganisations worldwide.

| follow the flowchart Weimer & Vining (2017) suggest for linking market and gov-
ernment failures to policy interventions. First, | consider whether an “operational
market” for vulnerabilities exists, reflecting a significant, legally priced and acces-
sible formation. While a white market for vulnerabilities does exist, the grey and
black markets are more lucrative (Libicki et al., 2015). Therefore, government in-
tervention might be in place to further operationalise the market and diminish il-
legal transactions with possible negative externalities.

4.3, Evaluated alternatives

Table 1 summarises the three evaluated policies for governmental intervention.
The first policy encourages secure development and penetration testing and
proactively prevents bugs during product development. The second policy involves
acquiring zero-day vulnerabilities and disclosing them to the vendor and the pub-
lic, resulting in fewer high-impact exploits in the black market. The third policy
promotes bug bounty programs and platforms, which should increase the safe dis-
closure of vulnerabilities by the community of ethical hackers.

The policies examined in this study are by no means the only possible governmen-
tal interventions in the cybersecurity space. They were selected to meet three cri-
teria. Firstly, they all aim to address vulnerabilities discovery and disclosure prior
to the occurrence of a cybersecurity incident. Measures taken to mitigate known
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vulnerability risks, such as preventing exploitation of vulnerabilities or patching
vulnerable systems, are outside the scope of this analysis. Secondly, organisations
and governments can implement these policies using small incremental steps, as
Lindblom (1959) suggested. This is important as the simplified rationalist ap-
proach may be criticised for being unrealistic in the complex problem domain of
cybersecurity. Finally, the technical practices underlying these policies are already
in use to some extent by organisations and governments, making it easier to as-
sess and compare their impact.

While the primary expected outcome of each policy is highlighted, it may also ap-
ply to other evaluated alternatives. In addition, using these policies concurrently is
consistent with the best practices outlined in the literature (Walshe & Simpson,

2022) and the cybersecurity approach of a layered defence.’

TABLE 1: Methods and outcomes of governmental intervention policy options related to sharing
vulnerabilities

GOVERNMENTAL

INTERVENTION METHOD EXPECTED OUTCOME
Encourage secure Ir?ﬂuence vulnerabll!ty self- Prevent software vulnerabilities during
development and discovery by regulation or

. . development

penetration tests recommendation
Acquire zero-day Utilise existing grey-market Reduce the number of high-impact exploits
vulnerabilities intermediaries available in the black market
Promote bug bounty Encourage or enforce the use of bug  Increase the number and quality of vulnerabilities
programs and platforms bounty programs and platforms safely discovered and disclosed by the community

4.4, Goals and impacts

The proposed alternatives have two primary goals and three impact categories for
assessment, as outlined in Table 2. Each goal targets a different market partici-
pant; balancing them is imperative to operationalise the market further despite
the inherent tension.

TABLE 2: Policy goals and impacts for governmental intervention related to sharing vulnerabilities

GOALS Effective and efficient discovery of vulnerabilities An attractive, legal, and trustworthy disclosure process

1. Number of unique discovered vulnerabilities 1. Ease of reporting
IMPACTS 2. Quality of discovered vulnerabilities 2. Safe harbour disclosure
3. Economic efficiency in production 3. Trustworthy and attractive model

7. Using multiple (layered) security solutions is a strategy deployed with the goal that a subsequent
defence layer will stop an attacker if they succeed in penetrating one layer of defence.
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My primary objective is to assist organisations in effectively and efficiently discov-
ering vulnerabilities. To evaluate this substantive goal, | employ three impact mea-
surements directly concerned with the ends of the selected policy (Bali et al.,
2021). The first is the number of unique and valid vulnerabilities discovered with-
out submissions incorrect or already known to the organisation. The second mea-
surement is the quality of discovered vulnerabilities, which reflects their value to
the buyer. Lastly, | consider economic efficiency, accounting for purchasing and
processing costs.

My second goal is to facilitate an attractive, legal and trustworthy vulnerability
disclosure process. While this goal primarily aligns with the researcher’s interests,
it should encourage all market players to share vulnerabilities. | use three impact
measurements associated with this procedural goal to indirectly impact processes
and outcomes to achieve the first goal’s policy ends (Bali et al., 2021). The first is
the ease of reporting, reflecting the usability of the submission process and any
barriers to entry. The second is compliance with the set of legal requirements
known as “safe harbour” that allows researchers acting in good faith “to provide
security feedback without fear of legal repercussions” (The Disclose.lo Project, n.d.).
Lastly, | consider whether the policy incentivises researchers and supports a trust-
worthy and attractive model acceptable to all stakeholders.

5. Solution analysis

5.1. Solution details

Below, | explain each of the suggested solutions and discuss their benefits along
with relevant caveats.

5.1.1. Encourage secure development and penetration tests

A secure software development life cycle (SDLC) framework allows organisations
to promote continuous and iterative software security through a structured ap-
proach spanning planning, development, testing, deployment and maintenance.
Embedding security into SDLC requires incorporating it into all life-cycle stages
(McGraw, 2004). This alternative solution combines two best practices: integrating
security measures into the SDLC process of designing and building high-quality
software and conducting regular penetration tests and code audits to identify and
address vulnerabilities.® Ramirez et al. (2020) survey and compare secure SDLC

. Penetration tests involve proactive attempts of internal or external security researchers to exploit
vulnerabilities and hack the system, while a code audit examines the source code looking for vul-
nerabilities.
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standards, guidelines and certifications. A best practice example supporting this
alternative is the Secure Software Development Framework (SSDF), published by
the National Institute of Standards and Technology (NIST), which provides recom-
mendations for mitigating the risk of software vulnerabilities (Souppaya et al.,
2022).

Some policymaker initiatives already encourage or enforce these practices. One of
the requirements of the Payment Card Industry Data Security Standard (PCI-DSS)
for credit card processing is to “develop and maintain secure systems and applica-
tions” (PCl Security Standards Council., 2010). Another example is the EU's Cyber
Resilience Act (2022), which regulates cybersecurity requirements for products
with digital elements to ensure that manufacturers improve their security from the
design and development phase and throughout the whole life cycle. As liability for
insecure products and services increasingly falls on their owners, governments
may continue to promote and enforce these practices.

5.1.2. Acquire zero-day vulnerabilities

Under this policy option, a government may buy, directly or through a grey market
intermediary, a highly exploitable zero-day vulnerability or purchase an adversary
tool that uses it.” The grey market is characterised by anonymity, high monetary
gains and the potential to acquire offensive attack tools (Annu-Essuman, 2014).
Governments buying vulnerabilities in this market may eventually share them with
the affected vendor or keep them private (Ablon & Bogart, 2017).

There is an apparent trade-off between disclosing vulnerabilities to the vendor
and thus allowing them to be fixed or retaining them for national security purpos-
es (Schwartz & Knake, 2016). A critical zero-day vulnerability can be used by gov-
ernments as a cyber weapon against enemies of the state or even internally
against public figures in certain circumstances.*? However, keeping this vulnerabil-
ity unknown to others also means that the state’s own governmental and private
systems will not be patched and protected against it, so there is a risk that cyber-
criminals or other countries’ state actors will discover and use it. The US federal
government has acknowledged this dilemma and released a policy that deter-
mines on a case-by-case basis how the government should treat zero-day vulnera-
bilities (The White House, 2017).

. Zerodium is an example of a zero-day broker, and the NSO Group is an example of a developer of a

surveillance technology that might include zero-day vulnerabilities.

For example, several EU governments used the Pegasus spyware software against journalists,
politicians, officials and other public figures, leading to an investigation by the European Parlia-
ment (European Parliamentary Research Service, 2023).
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Governments not already participating in zero-day markets may consider setting
goals and establishing evaluation processes, while those already involved may
consider increasing their involvement. Reducing the number of available zero days
would reduce the number of cyber-criminals and the state programs that depend
on them (Maurer, 2017). However, this depends on whether policymakers want to
“drain the swamp” of vulnerabilities or use them for offence.

5.1.3. Support bug bounty programs and platforms

In recent years, internet governance and digital platform regulation have become
hot topics for scholars and practitioners (Epstein et al., 2016; Flew & Martin, 2022;
Fuster Morell, 2022). This involvement expands beyond social networks and com-
modity markets into two-sided markets for vulnerabilities. In this alternative, gov-
ernments may encourage or enforce vulnerability disclosure programs (VDPs) or
bug bounty programs (BBPs) in specific vertical segments. The first program type
allows researchers to safely submit their reports to organisations without receiv-
ing cash rewards, and the latter offers monetary awards for unique (unknown)
valid discoveries (Walshe & Simpson, 2022).

Various national-level initiatives have been implemented to facilitate coordinated
vulnerability disclosure (CVD) policies. Examples include the US requirement from
federal agencies (BOD 20-01: Develop and Publish a Vulnerability Disclosure Poli-
cy, 2020), the EU’s CVD policy (ENISA, 2022) and the UK’s vulnerability disclosure
toolkit (The National Cyber Security Centre, 2020). These initiatives are often
based on commercial bug bounty platforms that outline discovery and disclosure
procedures as part of their program’s scope and code of conduct.!

Organisations operating bug bounty programs often fail to convey all the formal
constraints applicable to hackers, requiring them to understand the laws underpin-
ning safe and legal security research (Walshe & Simpson, 2023). Crowdsourcing
security as a service through bug bounty platforms can enable this process safely
and legally. Choi et al. (2010) found bug bounty programs to be a welfare-improv-
ing policy instrument since they either do not affect the firm’s disclosure policy or
facilitate a change from non-disclosure to disclosure. Alternatively, governments
can support community-driven vulnerability disclosure projects such as Disclose.io,
which aims to make vulnerability disclosure safe, simple and standardised for

everyone.12

For example, CISA (the US initiative) uses BugCrowd and EnDyna as their bug bounty platform
provider (Goldstein, 2021), while the UK uses HackerOne (Ministry of Defence, 2020).

The project provides a comprehensive list of known bug bounty and vulnerability disclosure pro-
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In addition, bug bounties promote public transparency by facilitating the disclo-
sure process to the public. When ethical security researchers discover vulnerabili-
ties, they can reveal them through full or coordinated vulnerability disclosure
methods (Maillart et al., 2017). Full disclosure pressures software owners to fix the
issue immediately, as it involves alerting the public directly. Coordinated vulnera-
bility disclosure, on the other hand, allows vendors to address the vulnerability be-
fore sharing the details publicly. The optimal disclosure approach remains a topic
of debate (Arora & Rahul, 2005; Choi et al., 2010). However, not all vulnerabilities
are disclosed or shared with the public during black or grey market transactions
(Ablon & Libicki, 2015; McKinney, 2007).

A viable governmental intervention policy may legally enforce bug bounty pro-
grams on specific industry verticals (Zhao et al., 2017), establish joint initiatives
with existing bug bounty platforms or support vulnerability-sharing community ef-
forts.

5.2. Policy impacts analysis

In the upcoming sections, the policy goals and their associated impact categories
will be qualitatively assessed for each solution alternative, with justifications for
the analysis.

5.2.1.Evaluating effective and efficient discovery of vulnerabilities

The substantive goal of an effective and efficient vulnerability discovery is aligned
with the organisational interests, and the success of a policy in meeting it can be
measured by the number and quality of unique vulnerabilities discovered, as well
as its economic efficiency.

| reflect on insights from the open-source literature and argue that the number of
unique discovered vulnerabilities depends on the number of researchers, their ex-
pertise and their access level to the product or service (Schryen & Kadura, 2009).
In-depth vulnerability research is made possible with code-level access rather than
treating the system as a black box (McGraw, 2004). Although secure SDLC policies
allow for thorough penetration testing, | argue that the number of discovered vul-
nerabilities may depend on a limited number of security experts compared to the
potentially large crowd of individual researchers accessible through bug bounty
programs and platforms (Maillart et al., 2017). Hence, | anticipate a moderate
number of vulnerabilities to be discovered. Acquiring zero-day vulnerabilities is a

grams, detailing where to submit reports and their respective “safe harbour” status.
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strategy typically reserved for selected, highly exploitable cases, a subset of the

limited supply of these vulnerabilities (Maurer, 2017). Bug bounty programs can

lead to the discovery of a moderate to high number of vulnerabilities (Walshe &

Simpson, 2020; Zrahia et al., 2022), depending on the program’s rules, incentive

structure and degree of openness. The latter refers to the choice between a pro-

gram that is available to everyone (public) or only to a group of researchers (pri-
vate) who may be pre-selected and possibly granted elevated access rights to re-
search the product or service (Wachs, 2022).

The second impact category | evaluate is the quality of discovered vulnerabilities,
which, similarly to the quantity, is affected by the researchers’ expertise and access
level. Therefore, | argue that software development and penetration test teams,
granted elevated access rights, can find medium-high severity vulnerabilities. Zero-
day vulnerabilities traded on the grey market are often of exceptionally high quali-
ty due to their exploitable nature (Meakins, 2019). In contrast, the quality of sub-
missions to bug bounty programs can vary between low and high (Walshe & Simp-
son, 2020; Zrahia et al., 2022), depending on the program’s characteristics and
tournament structure, facilitating competition among researchers.

Finally, assessing the economic efficiency aspect of a vulnerability discovery policy
requires a consideration of its costs and benefits. Secure SDLC and penetration
tests are typically paid for by contract according to an agreed Scope of Work (SOW)
rather than performance-based payment (Engin, 2023). Hence, | mark its effective-
ness level as a medium. By contrast, the cost of purchasing a single zero-day to
governments may be extremely high, depending on the vulnerability’s severity, the
exploit’s complexity and how long the vulnerability remains undisclosed (Ablon &
Libicki, 2015). The latter factor reflects whether the product (the zero-day vulnera-
bility) is a private good, defined by rivalry in consumption and excludability in
ownership and use (Weimer & Vining, 2017). Disclosing the vulnerability to the
public or other buyers may affect the cost-effectiveness of this policy option if the
designated use of the purchased exploit is offensive. Therefore, the impact catego-
ry for buying zero-day vulnerabilities may vary between medium and high, assum-
ing the governmental goal is defensive. The economic efficiency of bug bounty
programs can be measured using the unique-to-total submission ratio,13 which
considers the effort and cost of processing duplicate or incorrect vulnerability re-
ports (Zrahia et al., 2022).14 Though invalid reports may significantly burden par-

The unique-to-total submission ratio represents the percentage of unique vulnerabilities found out
of the total number of submitted reports.

14. Duplicate submission is a discovery of a vulnerability already known or identified by another re-
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ticipating organisations (Zhao et al., 2017), there are ways to reduce them by limit-
ing access to the program, changing the rewards structure and more. Therefore,
the economic efficiency of bug bounty programs that embrace performance-based
payments might be considered medium-high.

5.2.2.Evaluating the disclosure process

The procedural goal of establishing an attractive, legal and trustworthy disclosure
process pertains to researchers discovering vulnerabilities more than the organisa-
tions acquiring them. The first impact category | suggest for measuring this goal is
the ease of reporting which also reflects its barriers to entry. Under the secure
SDLC and penetration testing policy the internal workforce or contractors can re-
port vulnerabilities promptly and effectively to the organisation. However, as ac-
knowledged by Cetin et al. (2018), implementing this option requires resource in-
vestments and expertise which may challenge small organisations, resulting in a
medium barrier to entry. Reporting and barriers to entry are notably more difficult
in the grey market for zero-day vulnerabilities, as researchers may lack the neces-
sary connections to sell directly to governments. Hence, introducing an intermedi-
ary may facilitate a reporting procedure while preserving anonymity for both par-
ties. Bug bounty programs and platforms in the regulated white market have a
more straightforward reporting process based on their predefined scope and rules
of engagement.15 Furthermore, these platforms have relatively low entry barriers
since they support a simple registration process for both market players and may
allow anyone to submit vulnerability reports.

The second impact measures whether the disclosure process protects the re-
searcher from legal consequences. The SOW for outsourced penetration testing
should include clauses that provide legal protection for security researchers. Simi-
larly, the SDLC development process inherently protects employees when fixing
bugs. In the grey market policy, researchers selling a zero-day to a government
may prefer to remain anonymous and use an intermediary to avoid revealing their
identity to the buyer. Moreover, the buying government often wants to maintain
the same level of anonymity (Annu-Essuman, 2014). By contrast, bug bounty pro-
grams and platforms should include clear disclosure guidance and often support
full or partial safe harbour policies to encourage reporting.16

searcher. Therefore, it has no value to the vendor (or even negative value considering the costs as-
sociated with processing it).

15. For example, Bugcrowd’s reporting process (Bugcrowd, n.d.).

16. For example, Microsoft’s safe harbour policy (Microsoft, n.d.).
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The last impact analysed is a trustworthy and attractive model. Trust between buy-
ers and sellers is associated with better exchange performance, lower transaction
costs and enhanced knowledge transfer (Poppo et al., 2016). In the vulnerability
market, sellers face an additional challenge related to trust: they must prove the
authenticity of the vulnerability without revealing it to the buyer.

Internal or external organisational teams involved in secure SDLC and penetration
tests get paid by contract, making trust a non-issue and the attractiveness of the
transaction negotiable. However, trust is a real challenge to both sides when sell-
ing zero-days to governments directly or through a grey market broker. Re-
searchers may require anonymised cryptocurrency payments and assurance that
they will be fulfilled. On the other hand, buyers who want to obtain a zero-day for
offensive purposes need exclusive access and non-disclosure commitments to
maintain its value. Therefore, using intermediaries may add trust validation and
verification to the transaction as Ablon & Libicki (2015) noted. Similarly, trust is
critical in the white vulnerability-sharing market where bug bounty programs and
platforms facilitate interactions between two entities that may not have any pre-
existing relationship or history of interaction. Platform intermediaries can reduce
the risk for both parties by ensuring mutually beneficial terms and conditions for
disclosure and participation (Subramanian & Malladi, 2020). A coordinated vulner-
ability disclosure process grants the vendor the necessary time to apply a patch
before sharing the vulnerability with the public. No exclusivity risk exists if the or-
ganisation intends to fix the issue and notify the public. Vendors usually complete
their payments to researchers to maintain their reputation. However, a two-sided
bug bounty platform can reduce the risk of unrelieved contractual hazards and add
trust and assurance to timely payments.

5.2.3. Comparative impact matrix

The comparative impact matrix presented in Table 3 summarises the predicted im-
pact of each alternative on the two defined goals.
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TABLE 3: Impact evaluation of policy options for governmental intervention related to sharing

vulnerabilities

IMPACT
CATEGORY

NUMBER OF
UNIQUE
DISCOVERED
VULNERABILITIES

QUALITY OF
DISCOVERED
VULNERABILITIES

ECONOMIC
EFFICIENCY IN
PRODUCTION

EASE OF
REPORTING AND
BARRIERS TO
ENTRY

LEGALLY SAFE
DISCLOSURE

TRUSTWORTHY
AND ATTRACTIVE
MODEL

Encourage secure development and
penetration tests

POLICY ALTERNATIVES

Acquire zero-day vulnerabilities

Support bug bounty
programs and platforms

GOAL I: EFFECTIVE AND EFFICIENT DISCOVERY OF VULNERABILITIES

Medium, given the trade-off
between thorough testing and the
number of security researchers

Medium-high, based on the defined
scope, access level and expertise of
the testing team

Medium, as the penetration task
paid regardless of the findings

Low, as only zero-day
vulnerabilities are potentially
purchased

High, as it pertains to zero-day

critical vulnerabilities only

Varies between medium to high
and affected by exclusivity risk
and extreme prices of premium

vulnerabilities

Medium-high, depending
on the program’s
characteristics

Varies between low and
high, based on the
program’s characteristics

Medium-high, taking into
consideration the valid-
to-total submission ratio

GOAL II: AN ATTRACTIVE, LEGAL AND TRUSTWORTHY DISCLOSURE PROCESS

High (easy reporting), as defined in
the scope of work of the internal
workforce or contractors

High (legally safe) as defined
explicitly in the scope of work for
penetration tests and inherent to
the SDLC process

Highly reliable payment per contact

Low (complicated reporting),
unless made through a third
party, grey market broker

Medium, due to the risks
associated with grey market
transactions

Low-medium reliability for both

sides, as payments might be
conditional and exclusivity
questionable

5.2.4. Trade-offs, tensions and misalignments

High (easy reporting),
based on the intermediary
platform tools and
procedures

High (legally safe), based
on the bounty program’s
full or partial safe
harbour policy

Payment is highly reliable
as defined in the
program’s scope and
platform rules

This section highlights potential areas of misalignment among different market
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players or policymakers related to the goals and impact categories. These conflicts
may generate market failures, suggesting that public policy oversight is essential.

Firstly, | consider the trade-off vendors face between the quantity and quality of
discovered vulnerabilities. It is widely accepted that finding high-severity vulnera-
bilities requires more expertise and is therefore less common than finding low-
quality ones. Additionally, the access level of researchers to the code can impact
their ability to find bugs (Schryen & Kadura, 2009). While more researchers testing
the code increase the number of discovered vulnerabilities (Maillart et al., 2017),
high volumes of low-quality reports can burden operators and consume resources
(Walshe & Simpson, 2022). Furthermore, contests can encourage innovation, but
admitting more competitors can create tension between innovation and incentives
for all players (Terwiesch & Xu, 2008). While having more competitors may stimu-
late innovation by a higher likelihood that at least one agent will find a highly val-
ued solution, it can also reduce the expected reward of researchers and their in-
centive to report vulnerabilities. Additionally, attracting high-quality researchers
and finding high-severity bugs is becoming more difficult as the program matures,
hence the recommendation to increase rewards over time (McCracken, 2019). In
light of these issues, | argue that organisations could evaluate their strategy over
time and rebalance the number of security researchers and their access level to
the code with bug bounty platforms potentially helping match researchers with
relevant expertise to specific programs (Kestelyn & Bugcrowd Head of Product
Marketing, 2022).

Next, | consider the offensive versus defensive use of zero-day vulnerabilities by
governments operating in the grey market. The value of a zero-day primarily de-
pends on its scarcity and secrecy (Meakins, 2019). While buying vulnerabilities may
be cost-effective if shared with the public some governments may prefer to keep
them private for offensive use. Under the latter scenario, they risk losing exclusivi-
ty to the vulnerability. If that happens, its value will decline or completely dimin-
ish once patched. The governmental decision to keep or reveal a vulnerability may
also depend on the geopolitical circumstances. Furthermore, a concern associated
with this alternative is whether the government can be trusted to implement it for
the benefit of the general public. The Electronic Privacy Information Center (EPIC)
criticises the Vulnerabilities Equities Policy of the US mentioned earlier for lack of
transparency, privacy implications, and more (The Electronic Privacy Information
Center, n.d.). Security researchers may need to balance the expected reward from a
vulnerability discovery and the consequences of illegal, immoral or unethical sub-
mission to the black or grey markets. These markets might pay ten times (or more)
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higher than the white market would pay, so a researcher who finds a zero-day
faces a significant dilemma (Ablon & Libicki, 2015). The procedural goal of facili-
tating an attractive, legal and trustworthy disclosure process aims to balance this
tension and solicit white market transactions.

Another aspect to consider is the applicability of the alternatives in a diverse so-
cio-economic context. The evaluated policies require cooperation with private or-
ganisations and the general public and may be affected by different scenarios.
During the COVID-19 pandemic for example, there was a huge increase in individ-
ual researchers’ participation and vulnerability submissions in bug bounty plat-
forms (Zrahia et al., 2022), reflecting the gig-economy nature of this policy option
and its sensitivity to external shocks.

Finally, the trust challenge arises when there is no bilateral dependency between
the seller and the buyer. Intermediating platforms can solve this tension, as illus-
trated by various e-commerce, knowledge economy and sharing economy litera-
ture sources (Akhmedova et al., 2021; Soleimani, 2022; Zanini & Musante, 2013).
In the bug bounty programs setting, platforms can act as a trusted third party to
ensure that the interests of both parties are met (Miller, 2007). They can help re-
searchers prove the validity of discovered vulnerabilities without disclosing them
and help organisations verify the validity of vulnerabilities before making pay-
ments.

6. Concluding thoughts and limitations

Governments and other policymakers have become highly concerned with protect-
ing the cyber domain and their involvement in this space is growing. Governmen-
tal intervention in the market for vulnerabilities may shift transactions from the
black market to the white market and improve the security posture of systems,
products and services used by the public directly or indirectly. Some governments
have already implemented related policies, but others are less involved in this
market. Well-considered and carefully thought-out policies can provide valuable
oversight of sharing initiatives, advance vulnerability identification and maximise
social welfare.

This paper explores three possible alternatives for governmental intervention in
the market for vulnerabilities: implementing secure development and penetration
tests, acquiring zero-day vulnerabilities and supporting bug bounty programs and
platforms. | present an impact matrix qualitatively measuring the goals associated
with the discovery and disclosure processes for each potential intervention area.
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While the alternatives are not mutually exclusive, bug bounty programs and plat-
forms produce the highest impact and have a relatively low barrier to entry for
both the organisations and the ethical hacker community.

Therefore, | advise governmental entities, regulation authorities and other policy
decision-makers to consider, encourage or prescribe bug bounty programs and
platforms based on commercial or community-driven coordinated disclosure initia-
tives. Despite the extensive literature on the vulnerability market, this paper com-
pares relevant governmental intervention alternatives from a public policy per-
spective, highlighting their trade-offs, tensions and misalignments, thus contribut-
ing to the problem domain. Discussing these structures may serve as a starting
point or guideline to motivate the design of a detailed governmental policy. How-
ever, further investigation of researcher incentives, firm motivations and bug boun-
ty platform strategies is required to design more effective programs. A follow-up
study may check how bug bounty platform operators could attract more buyers
and sellers to encourage vulnerability sharing, and organisations maximise their
utility function from bug bounty programs.

The limitations of the paper are twofold. First, the recommendation is subjective
and reflects my informed interpretation, as there is no precise objective measure
of policy superiority. Second, though the paper compares three policies for govern-
mental intervention, evaluating and comparing instruments needed to implement
the selected option is beyond its scope and requires more exploration.
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